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ABSTRACT
QUIC hides implicit protocol semantics commonly used for
flow performance measurements with TCP. Addressing this
challenge, Explicit (Host-to-Network) Flow Measurement
(EFM) schemes explicitly expose measurable signals: QUIC’s
spin bit enables latency measurements, and RFC 9506 defines
mechanisms for packet loss. While the measurement accu-
racy of these schemes has already been studied, their utility
for network management is unexplored. In this work, we
demonstrate that EFM can enable network tomography (NT),
which traditionally uses active measurements. Comparing
EFM-based to traditional NT through extensive network sim-
ulations, we find that raw EFM output challenges NT due to
fluctuations induced by links outside the monitored network.
However, path segmentation capabilities of the spin and Q
bits can remedy these issues. Overall, our findings highlight
the general potential of EFM for network management.
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1 INTRODUCTION
Network operators often struggle to identify performance
impairments, learning of issues only from customers or fel-
low operators [7, 36]. To proactively detect such problems,
many works focus on monitoring packet loss and delay, two
pervasive indicators of impairments in day-to-day network
operations [16]. While TCP’s implicit semantics enable pas-
sively deducing these metrics from production traffic [3, 41],
QUIC hides its corresponding semantics, thus preventing
such measurements [28]. To address this challenge, QUIC
includes the optional spin bit for continuous latency esti-
mations. Similarly, RFC 9506 [16] defines several packet
loss estimation concepts, collectively labeling them and the
spin bit as Explicit (Host-to-Network) Flow Measurements
(EFMs). Prior work has examined the EFM measurement be-
havior [12, 17, 32] and has shown that the spin bit is used
on the web [30]. However, the utility of EFM for subsequent
network management tasks has yet to be explored.

In this paper, we demonstrate that EFM can fuel network
management using the example of network tomography
(NT) [15], which traditionally assesses the network state
based on active measurements. Reusing standard NT meth-
ods, we comprehensively compare traditional, TCP-based,
and EFM-based NT. We conduct our study with an ns-3
simulation [29] to have a reliable ground truth and flexibly
evaluate a broad parameter space. While we discover that
raw EFM output is ineffective due to effects outside the moni-
tored network, spin and Q bit path segmentation capabilities
can mitigate these issues. Consequently, path-segmented
EFM-based NT accurately estimates the network conditions
experienced by production traffic. These findings inform ef-
forts to incorporate additional EFM schemes into QUIC [19]
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and illustrate the broader potential of using EFM in network
management tasks. Overall, we make three main findings.
• Effects of external networks make raw EFM output unsuit-

able for direct use in network tomography
• Spin and Q bit path segmentation capabilities can remedy

these issues, improving latency and packet loss estimation
• The explicit semantics of EFM outperform corresponding

solutions based on TCP’s implicit semantics

2 BACKGROUND & MOTIVATION
Network tomography (NT) [15] is a broad field with exten-
sive research over the years [39, 43]. It typically uses carefully
orchestrated active measurements that provide information
on end-to-end paths to assess the network state. This section
gives an overview of NT and presents selected EFM schemes
in detail. We also define our research objectives.

2.1 Traditional Network Tomography
NT has a large design space and traditionally relies on active
end-to-end probes within the monitored network. With these
measurements, NT can deduce different metrics for different
goals, and NT designs differ in how they model the metrics
and derive them from the underlying measurements.
Metrics and goals. NT can, e.g., discover network topolo-
gies [43] or identify broken links [4]. Most works target
performance metrics, such as latency [9], packet loss [33],
or bandwidth [18]. Latency and loss are pervasive problems
of network operation [16] that harm goodput and respon-
siveness, so we focus on these metrics in our work.
Modeling and deriving the metrics. Most NT approaches
are algebraic [35], i.e., they interpret the metrics as static
link properties and apply algebraic solutions to the end-to-
end measurements. In particular, they generally combine
all measurements and formulate the underlying problem of
identifying𝑛 link characteristics 𝑥 ∈ R𝑛 based on𝑚 measure-
ments 𝑏 ∈ R𝑚 as a system of linear equations 𝐴 · 𝑥 + 𝜖 = 𝑏.
Each row of 𝐴 ∈ R𝑚×𝑛 defines which links are covered by a
measurement, and 𝜖 represents measurement errors. The as-
sumption is that link characteristics are additive, as are link
delays, or that they can be expressed in additive form, e.g.,
via log for packet loss. Using at least 𝑛 linearly independent
measurements (𝑚 ≥ 𝑛), the system of equations is solvable.
The need for EFM. NT commonly uses active measure-
ments, which are insufficient for grasping the network state
seen by production flows [6, 34, 38]. As one solution, related
work has proposed using passive information. Arzani et al. [5],
e.g., collect end-host TCP statistics in data centers, but their
solution requires end-host control and is not transferable
to more diverse networks. Still, using production traffic and
studying transport layer semantics serves as our main moti-
vation. In particular, EFM schemes can capture production
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Figure 1: Measurement paths (MPs) enabled by a uni-
directional downstream monitor and additional MPs
enabled by bidirectional visibility for the EFMschemes.

traffic performance and might adequately fuel NT. Next, we
give an overview of the EFM schemes used in this work.

2.2 Explicit (Host-to-Network) Flow
Measurement (EFM) Schemes

EFM schemes alleviate the loss of measurable information
with QUIC and address general flow measurement challenges
as the reliance on implicit semantics complicates estimations
and risks inaccuracies due to ambiguous signals [1]. Explic-
itly measurable signals resolve this ambiguity and facilitate
passive measurements. RFC 9506 [16] defines several latency
and loss measurement schemes, and the spin bit is already
an optional QUIC feature [27]. We focus on the spin bit and
three schemes that were shown to provide reliable and timely
packet loss measurements [32] — the L, Q, and R bits.

We next concisely present the schemes. Fig. 1 shows the
measurement paths (MPs) they enable, i.e., the links covered
by corresponding measurements of a uni- (downstream) or
bidirectional (up- and downstream) monitor for one flow.
Spin bit. Spin bit clients flip the received spin bit value while
servers reflect it, creating a square wave equal to the round-
trip time (RTT). Unidirectional monitors can extract the RTT
and cover the round-trip path. Bidirectionality enables dis-
tinguishing up- and downstream segments [28].
L bit. The L bit requires sender-side loss detection. The
sender sets the L bit on one packet for each packet deemed
lost. Monitors can assess the number of lost packets by count-
ing packets with set L bits. The L bit covers the entire up-
stream MP; bidirectionality adds the downstream MP.
Q bit. The Q bit creates a square wave by alternately sending
𝑛 packets with an unset/set Q bit. If 𝑛 is known, unidirec-
tional monitors determine the number of packets lost up to
the monitor by comparing the tracked Q bit phase lengths
to 𝑛. Bidirectionality adds the corresponding opposite MP.
R bit. The R bit uses the mechanism of and builds upon the Q
bit. Instead of a fixed𝑛, it reports the last received Q bit phase
length. Unidirectional monitors can compare the observed R
bit phase lengths to the original Q bit 𝑛 to estimate packet
loss from the original sender via the receiver to the opposite-
side monitor. Bidirectionality adds the opposite MP.
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Study objectives. Studying the applicability of EFM to di-
verse network management tasks, we identify NT as one
task that likely benefits. In particular, the EFM schemes yield
production traffic performance insight, thus complementing
traditional active measurements, which struggle with fully
grasping these conditions. In the following, we examine the
efficacy of EFM-based NT, for which we first design a suitable
NT system (Sec. 3) and describe our evaluation methodology
(Sec. 4). We then evaluate the latency (Sec. 5) and packet loss
(Sec. 6) estimation capabilities of EFM-based NT. In both set-
tings, we compare its performance to traditional NT and NT
fueled with corresponding TCP-based variants to quantify
the benefits of explicit measurement information.

3 NETWORK TOMOGRAPHY DESIGN
To fairly compare the raw capabilities of the different NT
variants, we design an NT system that can run on active and
passive input, only using standard NT methods.
Measurements. Our active NT baseline uses UDP pings.
Our passive NT variant can use TCP- and EFM-based mea-
surements. For TCP, we use related approaches on latency
(Dart [41]) and packet loss (RouteScout [3]) measurements.
For EFM, we use the four schemes presented in Sec. 2.2. Each
variant independently fuels one NT instance.
How to derive the network state? We choose an algebraic
approach and derive mean latencies and packet loss ratios
of the network links. We take the mean of all individual
measurements for each flow and scheme, then determine
the provided MPs, before finally attempting to derive the
network state. For each scheme, we collect the measurements
in a system of linear equations (cf. Sec. 2.1), adding entries
to connectivity matrix 𝐴 ∈ R𝑚×𝑛 and measurement vector
𝑏 ∈ R𝑚 to obtain link characteristics 𝑥 ∈ R𝑛 , resulting in

𝐴 · 𝑥 + 𝜖 = 𝑏 ⇔ ||𝐴 · 𝑥 + 𝜖 − 𝑏 | | = 0. (1)
Measurement jitter 𝜖 is the main reason for estimation errors.
Uniquely solving Eq. (1) is only possible if there are exactly
as many linearly independent measurements𝑚 as there are
links 𝑛 (𝑚 = 𝑛). Thus, we often only approximate the actual
solution. When using standard routing, most measurements
only use a small share of the available links such that 𝐴 is
likely to be sparse. Hence, we use the LSQR algorithm [37]
for solving Eq. (1) as it is efficient for sparse matrices. The
resulting ®𝑥 yields estimates for all network link metrics.
Parameters. NT has a broad parameter space; fully explor-
ing this space or optimizing performance is out of the scope
of this work. Instead, we provide a first look at the gen-
eral capabilities of EFM-based NT, choosing straightforward
methods for flow and monitor selection. In particular, we
perform pair-wise pings between all network nodes for our
active NT variant. For EFM- and TCP-based NT, we mon-
itor all production traffic flows on all available monitors.

monitored core network
server 1

server n

server 1

server n

client 1

client n

client 1

client nn network nodes

Figure 2: Each real node maps to one ns-3 node, each
real link to two directional ns-3 links. We connect one
client/server node to each network node, each holding
one application for each of the 𝑛 total network nodes.

Hence, both cases likely represent the best possible scenario.
In practice, operators aim to minimize costs and would, e.g.,
carefully select between which nodes to perform pings or
which flows to track. We leave exploring corresponding flow
and monitor selection strategies for future work.

4 EVALUATION METHODOLOGY
We conduct our study with ns-3 [40] to obtain a reliable
ground truth, simultaneously use all passive variants, and
flexibly evaluate various parameters. We publish our code [29]
for reproducibility. To ensure a fair assessment, we assume
active probes and production traffic experience the same net-
work conditions. We also assume knowledge of the network
topology and forwarding state to reliably determine MPs.
Topologies and network setup. We aim to study represen-
tative Internet service provider (ISP) networks, but there are
only few recent, usable, and publicly available topologies.
Hence, we choose publicly available topologies of two Euro-
pean research networks, CESNET [13] and GÉANT [20], and
a reference topology of the German Tier-1 ISP Telekom [24].

Our ns-3 networks use a dedicated network node for each
node of the topology, as visualized in Fig. 2. Since we model
networks as directed graphs, we map each real link to two
directed links in ns-3, which we configure with a bandwidth
of 10 Gbps. For GÉANT, we set the link latencies to the speed
of light latency between the geographical locations such that
latencies range from 0.2 ms to 9.5 ms with a mean latency of
1.8 ms. Due to their geographical density, we configure fixed
latencies of 1 ms for each link of CESNET and Telekom.
Traffic setup. We generate payload traffic as follows: first,
we add two end-hosts to each network node to represent
foreign networks, one host representing distributed clients,
the other representing servers as illustrated in Fig. 2. Each
client establishes a TCP connection to one server such that
we obtain pair-wise connections between all network nodes,
including to the server of the same node, but with varying
routes and end-to-end latencies. The flows use shortest path
routing, and each flow transmits the median website size of
2022 [2], i.e., 2.3 MB of data, using TCP’s Cubic congestion
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Figure 3: Relative latency difference between raw NT
estimations and ground truth in different networks.

control. As access links often represent the overall bottle-
neck, we use dedicated 50 Mbps edge links with a fixed delay
of 10 ms. Each ping flow transmits 40 probes of 40 B in 1 s
intervals, i.e., the default frequency of Linux’s ping.
Passive measurements. To compare the EFM schemes and
assess their benefit compared to implicit semantics, we track
all EFM schemes and TCP variants simultaneously. This ap-
proach would require significant modifications in real net-
works as no real transport protocol includes all schemes. In
our ns-3 simulation, we easily accommodate these changes
with virtualmeasurement headers: We tag each payload packet
with metadata for all schemes so that we can apply each
scheme concurrently. Monitors deployed on all network
nodes use the virtual measurement headers as the source
for their monitoring. We then collect all individual measure-
ments and analyze the overall behavior via post-processing.
Latency and packet loss ground truth. Our simulation
tracks latency and packet loss ground truths for all links.
For packet loss, we count the total number of transmitted
packets and packets dropped at any point from reception
at the link endpoint until the successful forwarding. For la-
tency, we measure the time from the reception on a node
until forwarding to the next node. This design does not cap-
ture the metrics on the first hops, i.e., the links outside of
the monitored network, reflecting a realistic scenario with
limited visibility into external networks.

5 LATENCY TOMOGRAPHY
Assessing link latencies is a common use case [35], and we
focus on the corresponding capabilities of EFM-based NT as
the first part of our study, starting with a baseline case.

5.1 Baseline Scenario
In our baseline scenario, we assess the general latency es-
timation capabilities when fueling NT with the spin bit in
comparison to active pings and Dart. Aiming to assess the
behavior when having the richest information and to rule
out that links are not covered by measurements, we place
monitors on all network nodes and use full pair-wise payload
traffic and pings. We perform 30 measurement repetitions
and combine the corresponding results for our assessment.

Results. Fig. 3 shows a CDF of the relative difference be-
tween the latency estimations of the three latency tomog-
raphy variants and the mean ground truth latency per link
as determined over all actual per-packet delays in the corre-
sponding simulation run. A value of 1, e.g., corresponds to a
100 % overestimation of the baseline. We cut the x-axis at −1
as smaller values correspond to negative link estimations.

As can be seen, NT using the spin bit and Dart signifi-
cantly overestimates the real latencies. The reason is that
our system of linear equations only models links of the mon-
itored network and not the external edge links. However,
these links have high base latencies and represent the over-
all bottlenecks where congestion with queuing delay arises.
This leads to large fluctuations in the measured latencies,
which the LSQR approach tries to map to the core links, thus
causing the overestimations. For ping, this effect does not oc-
cur as the measurements only cover the monitored network
such that ping-based NT achieves high accuracy.
Takeaway. Raw spin bit measurements cannot be used for NT
with the system of linear equations as the latency introduced
by external networks causes significant overestimation.

Next, we assess if and how specific characteristics of the
spin bit can help to improve the estimations.

5.2 Spin Bit & Dart Path Segmentation
Raw spin bit and Dart measurements include foreign net-
works which prevents sensible estimations. However, both
schemes enable focusing the measurements on specific links
using path segmentation under certain conditions.
Path segmentation. Path segmentation requires bidirec-
tional visibility of a flow by two monitors; Dart and the spin
bit can then measure the half-RTT on each monitor. This is
always possible for Dart as it needs bidirectional visibility
anyway, but it might reduce the measurable flows for the spin
bit. Once both monitors have determined the half-RTT in
the same direction, the operator can deduce the bidirectional
latency of the links between the monitors by subtracting the
measurement of the monitor that covers fewer links from
the other monitor. We apply the described methodology on
all monitors and repeat our evaluation from Sec. 5.1.
Results. Fig. 4 compares the path-segmented Dart and spin
bit results with the raw ping-based estimation. The path
segmentation drastically improves the results such that the
spin bit now closely matches ping for CESNET and Telekom,
where both achieve almost perfect estimation. Both are more
inaccurate for GÉANT, which has a more diverse latency
profile, while Dart shows higher inaccuracies throughout
all topologies. We attribute the difference between the spin
bit and Dart to Dart’s reliance on implicit TCP semantics, as
the explicit spin bit semantics seem to enable more accurate
estimations of the underlying flow performance.
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Figure 4: Path segmentation of the spin bit and Dart
significantly improves the latency estimation.

Takeaway. Spin bit path segmentation significantly improves
the estimation performance and can reasonably fuel EFM-based
NT. However, it requires bidirectional flow visibility and moni-
tor cooperation. Finally, the explicit information of the spin bit
outperforms Dart’s implicit semantics.

Next, we focus on loss tomography, which targets a more
sporadic pattern that is hard to measure instantly.

6 LOSS TOMOGRAPHY
Compared to latency, packet loss has a more fluctuating
behavior as it can, e.g., happen in bursts or only sporadically.
Hence, measurements might easily miss or undersample
these events. In this section, we study the performance of
EFM-based NT regarding packet loss estimation. For this, we
configure small random packet loss rates on some links and
then repeat the general measurement setup from Sec. 5.

6.1 Baseline Scenario
Similar to Sec. 5, we start with a baseline where we use the
raw output of the three EFM schemes (L, Q, R) and feed it into
Eq. (1), reusing all parameters from Sec. 5.1. We compare the
resulting estimations to NT based on ping and RouteScout.
To focus on packet loss, we add random packet loss of 1 % to
a single link, using 30 randomly generated scenarios overall.
We measure each of these 30 scenarios once and combine
the corresponding results for our assessment.
Results. Fig. 5 shows the packet loss estimation of the differ-
ent approaches: The left plot shows the relative estimation
error for links with packet loss, i.e., a value of 1 corresponds
to an overestimation by 100 %. The right plot shows the ab-
solute estimation error for links without packet loss, i.e., the
real loss rate is 0 and the shown value is the estimation. We
cut the x-axis of the left plot at −1.1 as values below −1
correspond to negative packet loss rates.

Looking at the left plot, we observe that most EFM schemes
have a large estimation range with significant overestimation.
However, the patterns for the L and R bits and RouteScout
are similar. The Q bit tends to slightly underestimate the
loss rate but shows a relatively stable performance across all
scenarios. Our ping approach does not capture the packet
loss as the 40 pings significantly undersample the shaped
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Figure 5: Loss difference between the NT estimations
and ground truth.

packet loss rate [10]. In practice, there is no straightforward
configuration regarding how many packets are needed as
this number depends on the loss rate to be measured, and
such measurements can entirely miss short-lived packet loss.

As we only configure packet loss on a single link, almost
all links will not be subject to loss. Hence, we also inspect
the absolute estimation error for those links in the right
plot. The EFM schemes almost always overestimate the real
packet loss rate. The L bit causes the largest overestimations
as it assesses the end-to-end packet loss rate, which, again,
includes the edge links, as was the case for latency. The Q
bit provides the most accurate EFM results, although it is
also affected by packet loss on the edge links. In contrast,
the ping variant always correctly estimates a loss rate of 0.
Takeaway. EFM-based NT can capture packet loss to some
extent but is significantly affected by external links. Active
measurements struggle evenmore as there is no straightforward
way to configure how many probes are needed.

As for latency, the EFM schemes suffer from external ef-
fects as the edge links will eventually cause packet loss for
every flow. We again aim to equal out this external packet
loss via path segmentation as we detail next.

6.2 Q Bit Path Segmentation
Of the available EFM (and TCP) schemes, only the Q and R
bits enable path segmentation. However, the R bit relies on
the Q bit and enables similar paths, such that we focus on the
Q bit as a measurement scheme that can be used standalone.
Path segmentation. The Q bit path segmentation requires
that a flow is observed by multiple monitors; each reports the
number of observed Q bit markings. Operators can subtract
the observed markings of a monitor later on the path from
the ones of a monitor earlier on the path to deduce the packet
loss between the observers. We apply this methodology to
our results from Sec. 6.1 and repeat our evaluation, further
broadening the studied packet loss spectrum.
Results. Fig. 6 visualizes the relative estimation error for
links with packet loss in two scenarios: the left plot shows
settings with a single faulty link but different loss rates,
whereas the right plot has a fixed loss rate of 1 % but one to
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Figure 6: Path segmentation enables accurate Q bit es-
timations for various loss rates and impaired links.

16 randomly selected faulty links. As can be seen, path seg-
mentation again significantly increases the loss estimation
accuracy in all scenarios, with the estimation being within
20 % of the actual loss rate. Additionally, the segmented Q bit
variant no longer falsely attributes any packet loss to links
without actual packet loss (not shown), which increases the
usefulness of such estimations as operators do not need to
study false alarms. Upon closer inspection, we do observe
differences, e.g., that the Telekom topology seems to be the
most difficult as it has many of the highest estimation errors.
Overall, however, the path-segmented Q bit works well.
Takeaway. The path segmentation capabilities of the Q bit
allow for very accurate packet loss estimation, irrespective of
the packet loss rate or number of impaired links. It also has
high practical usefulness with no false positives.

In summary, our study shows that EFM-based NT can pro-
vide sensible results for latency and packet loss estimation.
The path segmentation capabilities of the spin and Q bits are
crucial in this process to filter external effects.

7 DISCUSSION
Our study shows that EFM can complement traditional active
measurements for NT. In this section, we discuss implications
of our study for bringing EFM-based NT to real networks
and position our work in the context of related work.
EFM. The measurement behavior of the spin bit and the
loss measurement EFM schemes has been studied in mul-
tiple works [12, 17, 32]. Additional work has examined the
behavior and adoption of the spin bit on the web [30]. How-
ever, these works do not consider the applicability of EFM
to specific network management tasks. For NT, we identify
the spin and Q bits as the best choices as they enable high
estimation accuracy with a total cost of only two bits.
NT methodology. Most related work on NT makes theoret-
ical contributions (e.g., [8, 23]). Only few works look at prac-
tical angles of NT [21, 26]. We uncover practical challenges
when using standard NT concepts for EFM-based NT. For
example, EFM estimations can include links not modeled in
our system of linear equations, significantly complicating la-
tency and packet loss tomography. While path segmentation

can alleviate such issues, it imposes additional requirements:
flows need to be tracked by at least two monitors and with
bidirectional visibility in case of the spin bit. Lowering these
hurdles, we see worthwhile future work in approaches that
can natively handle external links.
Gathering flowmetrics. Standard flow monitoring, like IP-
FIX [14], does not provide latency or packet loss information.
However, Dart [41], RouteScout [3], and the spin bit [31]
map to high-speed hardware, and there are ongoing efforts
to extend IPFIX for latency [22]. Hence, future work could
focus on collecting the EFM output in a standard way.
Path information. Accurate path information is needed to
map the flow metrics to path segments. Our simulation pro-
vides this information, but accessing it in real networks can
be challenging. Concepts such as Magnifier [11] have already
shown the feasibility of assessing assumptions on the current
forwarding. Future work could extend these approaches to
provide the required information for NT.
Flow selection. EFM-based NT must select flows at run-
time, as tracking all flows in large networks is infeasible [25].
Ideally, the selected flows cover all links, and their MPs differ
enough to identify individual links. However, picking a flow
selection strategy is challenging as there are many options.
For example, random sampling is sufficient in many related
applications [3, 25, 41], but Internet traffic is also generally
imbalanced [25]. Additionally, path segmentation requires
that the same flows are tracked on multiple monitors, but
randomly sampling the same flow at multiple locations is
rare [42]. We argue that developing effective and efficient
flow selection strategies is critical for future work.

8 CONCLUSION
Explicit flow measurements (EFMs) provide a crucial building
block for network management, giving insight into key flow
performance metrics. However, the utility of EFM schemes
for network management tasks beyond plain measurements
has never been studied before. In this paper, we have evalu-
ated whether EFM can effectively fuel the network manage-
ment task of network tomography (NT). In particular, tradi-
tional NT uses active probes to assess the network state, but
such measurements do not necessarily accurately reflect the
behavior of production traffic; EFM could provide the needed
input. Our results from a broad ns-3 study suggest that raw
EFM output struggles with measurement noise induced by
foreign networks, failing to facilitate meaningful NT results.
However, spin and Q bit path segmentation capabilities do
enable high-accuracy latency and packet loss estimation,
although at the cost of cooperation between monitors. In
conclusion, EFM provides a sensible alternative input for NT,
proving their general utility for network management.
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