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Abstract. The increasing digitalization and interconnectivity of indus-
trial control systems (ICSs) create enormous benefits, such as enhanced
productivity and flexibility, but also amplify the impact of cyberattacks.
Cybersecurity research thus continuously needs to adapt to new threats
while proposing comprehensive security mechanisms for the ICS domain.
As a prerequisite, researchers need to understand the resilience of ICSs
against cyberattacks by systematically testing new security approaches
without interfering with productive systems. Therefore, one possibility
for such evaluations is using already available ICS testbeds and datasets.
However, the heterogeneity of the industrial landscape poses great chal-
lenges to obtaining comparable and transferable results. In this paper,
we propose to bridge this gap with METRICS, a methodology for sys-
tematic resilience evaluation of ICSs. METRICS complements existing
ICS testbeds by enabling the configuration of measurement campaigns
for comprehensive resilience evaluations. Therefore, the user specifies in-
dividual evaluation scenarios consisting of cyberattacks and countermea-
sures while facilitating manual and automatic interventions. Moreover,
METRICS provides domain-agnostic evaluation capabilities to achieve
comparable results, which user-defined domain-specific metrics can com-
plement. We apply the methodology in a use case study with the power
grid simulator Wattson, demonstrating its effectiveness in providing
valuable insights for security practitioners and researchers.

Keywords: Industrial control systems · Security evaluations · Testbeds
· Datasets · Resilience.

1 Introduction

The ongoing shift from local, isolated ICSs toward highly interconnected net-
works currently affects all areas of industrial automation, such as manufactur-
ing systems, process control, and power grids [39]. This trend fosters enhanced
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productivity, higher flexibility, and potentially better safety while reducing in-
stallation and maintenance costs [9]. On the downside, however, it increases the
dependence between individual components and amplifies the harmful impact of
cyberattacks. Even worse, it is largely known that ICSs exhibit significant cy-
bersecurity deficits, mainly due to the challenges of retrofitting modern security
mechanisms to long-lived legacy hardware with stringent latency and availabil-
ity requirements [29]. Furthermore, ICSs are an attractive target for financially
or politically motivated criminals who make use of constantly evolving attack
vectors [24]. Cybersecurity research for ICSs must hence continuously adapt
countermeasures and responses to keep pace with this development and even
anticipate new threats when proposing preventive measures.

As a first step toward this ambitious goal, researchers and security practition-
ers need a profound understanding of current cyberattacks and countermeasures
in ICSs and how these affect the underlying physical processes. Based on such
resilience evaluations, they can identify and address existing weaknesses and,
in the event of a cyberattack, select the best available response, i.e., repelling
the attack while maintaining the operation of the ongoing industrial process as
best as possible. Nevertheless, conducting cybersecurity research in productive
ICSs is, in most cases, not a viable option due to safety concerns and the high
availability requirements of the involved systems [10]. Consequently, cybersecu-
rity researchers increasingly rely on ICS testbeds and datasets for performing
resilience evaluations, e.g., the Secure Water Treatment (SWaT) testbed [23] or
the HIL-based augmented ICS security (HAI) dataset [30]. However, using these
tools to conduct comparable cybersecurity research remains challenging due to
their heterogeneous landscape manifesting in substantial discrepancies regarding
accuracy, scalability, and flexibility [12]. Moreover, the gained insights depend
on made assumptions, the necessary abstractions, and the considered use cases,
emphasizing the need for comparative evaluations. Hence, a general evaluation
methodology for (available) ICS testbeds is missing, facilitating comprehensive
and comparable resilience evaluations of such systems.

Therefore, in this paper, we propose METRICS, a combined Methodology
for Evaluating and Testing the Resilience of ICSs to cyberattacks. Our proposed
methodology facilitates automated resilience evaluations for given ICS testbed
environments with defined attacker’s capabilities and response mechanisms by
systematically testing different options and configurations. A given ICS testbed
may range from a physical setup to an entirely virtual environment (e.g., a sim-
ulator) where the respective testbed exposes its capabilities and configuration
possibilities to METRICS in a cross-domain environment description format.
For the evaluation, we distinguish between domain-agnostic metrics, such as the
reachability of system and network components, which independently apply to
every testbed, and domain-specific metrics, which individually apply to the given
testbed and thus must be provided along with the testbed description. The eval-
uation control then enables users to configure distinct scenarios and facilitates
manual and automated interventions in running evaluations. The evaluation re-
sults eventually converge into a presentation layer, providing insights and vi-
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sualizations of ongoing evaluations. Moreover, METRICS retrieves datasets of
each evaluation run, enabling subsequent analyses. This methodology thus helps
to systematically identify weaknesses in current ICS deployments, assess the
potential impact of cyberattacks, and improve the respective countermeasures.

In particular, this paper covers the following contributions:

– We analyze the requirements for an evaluation methodology concerning cy-
bersecurity research for ICSs (Section 2);

– We propose METRICS, a comprehensive methodology to facilitate the re-
silience evaluation of ICSs to cyberattacks by providing comparable evalua-
tion metrics (Section 3); and

– We present and discuss initial evaluation results by extensively studying a
use case within the power grid simulator Wattson [1] consisting of distinct
attack vectors and countermeasures (Section 4).

Our use case evaluation demonstrates that METRICS offers valuable insights
for security practitioners and researchers by facilitating a systematic iteration
through possible configuration options while allowing manual and automatic
interventions. Moreover, we identify the remaining challenges toward achieving
universal resilience evaluation of ICSs in Section 5. In the following, we take a
closer look at the fundamentals of cybersecurity research for ICSs before deriving
the requirements and challenges for a comprehensive evaluation methodology.

Availability Statement. For better transparency of our conducted evaluation
and enabling further research, our evaluation artifacts are publicly available:
https://wattson.it/METRICS

2 Cybersecurity Research for ICSs

Productive ICSs are typically unavailable for cybersecurity research due to the
high availability requirements and safety concerns [10, 12]. Security researchers
and engineers thus rely on testbeds and datasets to model ICSs and conduct
the evaluations in a safe environment. Figure 1 depicts the interplay between
security research, testbeds, and datasets for ICSs [6]. Testbeds model real ICSs
in prototypical deployments using hardware, virtual components, or a combina-
tion. Furthermore, they can provide relevant recordings of network traffic and
process states in the form of datasets, which, in turn, represent specific eval-
uation scenarios. Both concepts are thus valuable means for security research,
facilitating testing and evaluation, depending on the respective level of abstrac-
tion and the considered research questions. Several literature surveys confirm the
increasing availability of ICS testbeds and datasets and, moreover, summarize
the complementary benefits of the distinct concepts [16, 6]. In the following, we
briefly present the methodological features of each concept in the ICS domain
while putting a special focus on evaluating the resilience to cyberattacks.
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Fig. 1. Interplay of security research, testbeds, and datasets for ICSs showing that
they mutually depend and benefit from each other. (Figure adapted from [6].)

2.1 Testbeds

ICS testbeds offer a protected research environment for cybersecurity research
by replicating (parts of) productive ICSs. They typically consist of physical or
virtual components where any combination and level of abstraction are possi-
ble [16, 6]. Thus, their concrete design depends on their individual purpose and
the requirements for the considered research questions.

While testbeds relying on physical components are generally close to reality
and provide high accuracy, they are typically limited in flexibility and scalability.
Moreover, their deployment is costly and sometimes requires extensive mainte-
nance. In turn, testbeds relying on virtual components, which can be realized by
simulation or emulation approaches, are significantly cheaper and more flexible
but sometimes do not provide real-time capabilities. Moreover, scalability must
often be traded against achieved accuracy when designing a virtual testbed.
Examples of the broad range of possible ICS testbeds include the Secure Wa-
ter Treatment (SWaT) testbed [23], the security-focused yet universal EPS-ICS
testbed [10], and the power grid co-simulator Wattson [1].

When striving to evaluate the resilience to cyberattacks, the respective ICS
testbed needs to fulfill specific requirements to assess the impact of cyberattacks
and the effectiveness of possible countermeasures. These mainly refer to achiev-
ing high accuracy of the modeled ICS, i.e., a comprehensive representation of the
physical processes and the underlying information and communication technolo-
gies, to also capture unanticipated side effects. Moreover, extensive traceabil-
ity of the conducted experiments facilitates complex resilience analyses, where
recording datasets plays a decisive role, as further explained in the following.

2.2 Datasets

ICS datasets represent specific scenarios of the considered systems, resulting
from a particular configuration and a predefined measurement time. They typ-
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ically include recordings of network traffic, process states, and possibly meta-
information about the scenario [6]. Such recordings facilitate, on the one hand,
systematically analyzing the impact of cyberattacks and countermeasures post
hoc. On the other hand, recorded datasets may help to improve the preven-
tion and detection of cyberattacks, most prominently for training and testing
of intrusion detection systems (IDSs) [35]. Although desirable, ICS datasets are
rarely available from productive ICSs, mainly for protecting the confidentiality
of industrial processes. Therefore, their generation and provision are typically
closely related to the availability of ICS testbeds.

Generally, two possibilities exist to generate ICS datasets with cyberat-
tacks [5]. One is to perform the cyberattacks directly in an ICS testbed and
record the respective data. The other is to record a scenario without cyberat-
tacks and inject (synthetic) attack data into the recordings afterward. While the
latter is also possible for datasets from productive ICSs during normal operation,
there is a risk of obtaining inaccurate or inconsistent data [6]. Regardless of how
the dataset was obtained, labeling normal and abnormal data within the dataset
is extremely helpful, e.g., when using the data for IDSs. Examples of such ICS
datasets are the HIL-based augmented ICS security (HAI) dataset [30] or the
PowerDuck dataset focusing on GOOSE traffic in an electrical substation [38].

Concerning resilience evaluations, ICS datasets thus provide evidence for a
detailed assessment of the countermeasures’ effectiveness. Nevertheless, their full
potential can only be exploited in combination with their ICS testbed, facilitat-
ing flexible adaptions of the measurement scenarios and, therefore, systematic
resilience evaluations. In the following, we review related work and derive the
requirements for such a comprehensive evaluation methodology.

2.3 Related Work

Evaluating and assessing system resilience, and especially the resilience of ICSs,
has been identified as an important topic by both past and ongoing research [3].
Related work can be divided into research that conducts resilience evaluations
of respective systems [1] and research proposing evaluation methodologies [27],
where both aspects are also combined for certain research areas [37]. As the re-
silience of physical systems, e.g., buildings, railway networks, or power grids, has
been an active research area for multiple decades [4], ICS-related research can
seize the gained insights and transfer them into the ICS domain. For instance,
Haque et al. [13, 14] adapt the well-known framework for seismic resilience by
Bruneau et al. [4], defining sub-metrics (“the four Rs”) for ICS resilience in
three dimensions (physical, organizational, technical) [13]. While their approach
targets the whole ICS domain, it does not provide a concrete definition of sub-
metrics, e.g., redundancy, as such a metric heavily depends on the concrete ICS.
On the other hand, related work focusing on the resilience of a specific ICS [1]
provides concrete metrics for the respective ICS without considering the trans-
ferability of results to other domains. Thus, a cross-domain methodology for
comparably evaluating the resilience of ICSs is still missing.
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2.4 Toward a Cross-Domain ICS Evaluation

We recognize the need for a methodology allowing systematic analyses of ICSs
with comparable and reproducible results, especially concerning resilience eval-
uations. Such a methodology combines testbeds and datasets to facilitate the
creation of accurate and safe research environments, an invaluable feature for
the ICS domain. While testbeds enable modeling of ICS and realistic impact
evaluations, datasets are especially useful for post hoc analyses. Moreover, we
identify the following desirable design requirements for such a methodology:

Universality. It applies to diverse testbeds facilitating resilience evaluations
for the entire ICS domain.

Accuracy. It supports precise representations of specific ICSs, enabling mean-
ingful modeling of cyberattacks and countermeasures.

Assessability. It allows the integration of domain-agnostic and domain-specific
metrics to promote the comparability between distinct testbeds.

Traceability. It has the ability to export datasets for retracing the evaluation
results, conducting post hoc analyses, and verification by others.

Hence, the evaluation methodology must cater to the wide range of ICSs,
all exhibiting distinct susceptibilities and resiliencies to various cyberattacks.
Further, different countermeasures and responses might be of varying success
for such systems. Thus, universally evaluating their resilience to cyberthreats
remains an open challenge. Despite their differences, potential cyberattacks and
countermeasures are applicable and relevant across multiple ICSs, but their ac-
tual implementations might vary. Similarly, an evaluation metric must always be
defined based on domain-specific knowledge to account for the actual impact of
attacks and countermeasures. In the next section, we propose such a comprehen-
sive evaluation methodology while also providing details on the distinct design
components and the challenges when implementing them.

3 METRICS: A Cybersecurity Evaluation Methodology
for ICSs

In this section, we present METRICS, a two-layered approach for achieving an
ICS domain-spanning evaluation methodology. METRICS leverages the com-
monalities of attack and countermeasure strategies while respecting the differ-
ences and specifics of each ICS domain to allow directly evaluating cyberattacks
and responses as well as generating datasets for subsequent analyses.

Figure 2 depicts the design overview of METRICS, where we distinguish be-
tween a domain-specific evaluation environment and a (mostly) domain-agnostic
evaluation control. When considering a specific ICS, a corresponding evaluation
environment is required, which may range from a physical testbed over a hybrid
setup to a simulation. This environment allows evaluating the desired system
under test (SUT) by representing the ICS, implementing adversaries and re-
sponses, and providing insights into the system’s state. In turn, the evaluation
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Fig. 2. METRICS’ design leverages a domain-agnostic evaluation control which inter-
acts with a domain-specific evaluation environment. This environment wraps a testbed
for representing the desired ICS, implements adversaries and responses, and provides
insights into their effects in the form of metrics. In evaluation control, decisions for
adjustments of adversaries and responses are made based on these metrics which are
further presented to the user, and persisted for later analyses.

control manages the evaluation environment by configuring the desired scenario,
including adversaries and responses, and receiving reported (live) metrics. Con-
figuration options and received metrics are visualized for user interaction. Based
on metrics reported to the evaluation control, manual and automated decisions
may adjust the current evaluation or schedule new ones. We now detail MET-
RICS’ components and their interactions.

3.1 Exchangeable Evaluation Environment

To fulfill the design requirements of Section 2.4, METRICS supports exchange-
able, domain-specific evaluation environments in the form of physical or virtual
testbeds (cf. Section 2.1). Consequently, a supported testbed must be (i) ac-
curate w.r.t. its real-world equivalent, (ii) observable w.r.t. both the network
traffic and the physical processes, and (iii) cybersecurity-focused to allow con-
ducting cyberattacks and integrating individual responses. Moreover, depending
on the considered use cases, there might be some additional desirable properties:
(iv) flexibility w.r.t. the domain-specific scenarios that can be reproduced, and
(v) scalability w.r.t. the supported network size and number of components.

The evaluation environment must expose its capabilities and configuration
options for METRICS in a universally applicable environment description file
(EDF). This file defines available topologies, metrics, assets and their roles, as
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well as adversary and response actions and their configurations. Appendix A
provides an example illustrating the structure of such an EDF.

When configured for a specific scenario with potential adversaries and re-
sponses, the evaluation environment then implements the behavior of the SUT
and provides insights into the state and effects of all components and their in-
teractions. The adversaries, responses, and metrics all have domain-specific and
domain-agnostic aspects. While abstract metrics, e.g., the availability of network
nodes, can be applied to several domains, their concrete definition depends on
the domain-specific context. Thus, we now specifically focus on the implications
for adversaries and responses as well as cross-domain metrics.

3.2 Adversaries and Responses

The evaluation environment needs to represent cyberattacks and potential re-
sponses to accurately enable the resilience evaluation of ICSs. In this context,
cyberattacks range from simple physical attacks, e.g., destroying or disconnecting
hardware [17], over to network attacks, e.g., denial-of-service (DoS) attacks [31],
up to process-aware attacks, e.g., false data injection (FDI) attacks [18]. Conse-
quently, potential responses may include, e.g., external perimeter security sys-
tems [28], IDSs [33], or lightweight authentication schemes [22]. While most
concepts of attacks and responses apply to various ICSs, their technical details,
implementations, and effects differ between scenarios. Thus, we explicitly con-
sider the resulting implications within METRICS to combine both, domain-
specific implementations with domain-agnostic and generalizable concepts to
comparably evaluate different ICSs. Hence, the evaluation environment provides
concrete implementations for adversaries and responses, defines valid configura-
tion options, and maps them to common concepts. To exemplify these design
aspects, we now discuss them for both adversaries and responses in more detail.

Adversaries. A critical attack on ICSs is an FDI attack [26]. Here, attackers
interfere with the ongoing communication to manipulate exchanged (application-
layer) information, e.g., sent measurements or control commands as a machine-
in-the-middle (MitM). For METRICS, this inline network payload manipulation
concept is quite domain-agnostic, as such attacks apply to various ICSs. Their
implementation, however, is very specific and depends on the actual ICS and its
individual properties. First, establishing the technical requirements for conduct-
ing an FDI attack differ. While an ARP-spoofing attack might be appropriate
for Ethernet-based networks [25], bus-based networks might require dedicated
timing techniques [36], whereas base station spoofing might be applicable for
wireless networks [20]. Second, the manipulation of process information depends
on the used application-layer protocol as well as the use of encryption and mes-
sage authentication mechanisms. Thus, successfully implementing an FDI attack
depends on the domain and might differ within a given heterogeneous domain.

Responses. Like the adversary design, preventive and reactive responses follow
domain-agnostic concepts but require domain- and scenario-specific realizations:
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Integrity protection, encryption, or intrusion detection apply to various ICSs,
while their implementation and configuration require domain-specific informa-
tion. A process-aware IDS is specific to its target domain, i.e., IDSs related to
manufacturing follow different approaches than, e.g., an IDS for power grid net-
works. Consequently, we divide adversaries and responses into a domain-agnostic
(concept) selection, a concept-specific configuration, and a domain-specific im-
plementation (cf. Figure 2). Similarly, we propose a cross-domain approach for
metrics for comparative evaluations of different ICSs, as detailed in the following.

3.3 Cross-domain Metrics

Comparably assessing the impact of cyberattacks and the effectiveness of coun-
termeasures requires appropriate metrics as desired by the assessability design
requirement. For ICSs, defining such metrics is particularly challenging since ef-
fects can cover both the networking and the physical part of the system. The dif-
ferences and specifics of each ICS further exacerbate the comparability of results
across different ICSs. Thus, we propose differentiating between domain-specific
and domain-agnostic metrics, similar to the adversary and response definitions.

Metric Requirements. For each ICS, the evaluation environment should pro-
vide domain- or even instance-specific metrics. Such metrics provide valuable and
detailed insights into the system, allowing in-depth evaluations of system-specific
characteristics and effects. However, they complicate automated decision-making
when selecting (iterative and reactive) adversaries and responses, further hin-
dering comparing certain results from different domains or instances. In MET-
RICS, we flexibly address these challenges in three ways: (i) each evaluation
environment may provide automated decision-making algorithms that enhance
its domain awareness, (ii) implementations and configurations of adversaries and
responses may include domain-specific metrics to adjust their behavior automat-
ically, and (iii) each evaluation environment should provide abstract concepts for
its domain-specific metrics. While the two former aspects primarily require im-
plementation effort, the latter focuses on conceptual aspects.

The domain-specific metrics provide detailed insights into the specific system.
However, their interpretation often requires specific knowledge of the SUT, which
hinders comparability across domain boundaries. Therefore, we encourage the
domain experts to provide domain-agnostic abstractions from these detailed met-
rics that follow a normalized cross-domain specification and allow non-domain
experts to understand and interpret them.

Exemplary Cross-Domain Metric. We use a metric for network operability
as an example. Such a metric applies to various ICSs and provides insights
into potential impairments of the network’s desired operation. While, for some
domains, the number or fraction of operational network nodes might be well-
suited to represent the network’s operability, other ICSs might define this metric
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based on available network paths between application layer nodes or even the
number of reachable nodes from a single source.

While their abstract design enables such metrics to apply to multiple inde-
pendent ICSs and allows researchers to compare them across different domains,
they cannot provide the in-depth details that domain-specific metrics can. Thus,
we explicitly include both domain-agnostic and domain-specific metrics in MET-
RICS to enable cross-domain comparisons as well as in-depth evaluations.

3.4 Evaluation Control

METRICS includes an evaluation control to provide a cross-domain interface for
researchers to evaluate different ICSs under different adversary and response con-
cepts. Designed as a primarily domain-agnostic component, it allows researchers
to define their desired ICS scenario, choose from adversaries, responses, or ab-
stracted concepts of those, and control the evaluation environment. It fulfills
three primary tasks, as detailed in the following.

Scenario Configuration. Before starting the evaluation, researchers must
select and configure the desired ICS scenario. By selecting the targeted do-
main (e.g., power grids) and the domain-specific scenario (e.g., the grid’s actual
topology), the adversary concepts and implementations as well as responses,
researchers can precisely define their evaluation parameters. For generic yet
comparable cross-domain evaluations and detailed domain-specific insights, this
configuration process allows both the selection of domain-agnostic adversary and
response concepts and the choice of domain-specific variants based on the en-
vironment description. Besides this static (e.g., playbook-based) configuration
of adversaries and responses, METRICS also considers on-demand decision-
making for live interactions and adjustments. METRICS defines the scenario
description file (SDF) analogously to the EDF to allow the configuration of
distinct evaluation scenarios. In Appendix B, we provide an example of an SDF.

Decision-Making. For in-depth research, dynamically influencing the running
evaluation represents a valuable feature. On-demand decision-making, e.g., based
on live metrics, can influence the running evaluation and instantiate new adver-
saries and responses or re-configure existing ones. Researchers can make these de-
cisions directly or automate them with domain-agnostic and domain-specific im-
plementations. Examples of such automated decision-making include rule-based
approaches [7] or machine learning [2]. Further, the human-in-the-loop could also
re-configure the automated decision-making to follow different strategies.

The metrics provided by the evaluation environment are of particular im-
portance for the decision-making process. While domain-specific metrics allow
respective experts to choose corresponding adversaries and responses carefully,
more generic and domain-agnostic metrics allow for cross-domain automation
implementations, easing large-scale evaluations of multiple ICS domains. Since
these insights into the ongoing evaluation are the primary input for all decisions,
METRICS has to also present these insights to the human-in-the-loop.
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Scenario and Result Presentation. We include a dedicated presentation
layer within the evaluation control providing (live) insights and visualizations
into the ongoing evaluation. Comparing metrics and observing their variation
during the evaluation eases the human-based decision-making processes, provid-
ing a desirable feature for the evaluations. Besides the presentation and visual-
ization of (live) metrics, the presentation layer also covers the scenario config-
uration, i.e., it provides insights into the domain-specific scenario, offers viable
configuration options, and presents applicable adversary and response concepts
to the researchers. Moreover, it allows researchers to extract datasets from com-
pleted simulation runs, thus covering the traceability design requirement.

Overall, all metrics of the evaluation environment are (i) used as input for
decision-making, (ii) presented to and visualized for researchers, and (iii) per-
sisted for later in-depth analyses. Thus, METRICS enables researchers to con-
duct individualized, in-depth evaluations of specific ICS domains and scenarios,
to implement flexible yet automated evaluations of different scenarios and mul-
tiple domains, and to compare their results with analyses from other researchers
with potentially different focuses. We now present a concrete use case example
to emphasize the concept of METRICS and evaluate its value.

4 Use Case: METRICS for Power Grids

We apply the concepts and methodologies of METRICS to evaluate the effects
of cyberattacks and respective countermeasures in a power grid network. To rep-
resent the SUT, we use Wattson [1], a co-simulator focusing on cybersecurity
for power grids. We use a small medium-voltage reference grid (Cigre MV [32])
along with the corresponding information and communication technologies (ICT)
network as the base scenario. Figure 3 visualizes the power grid with the cor-
responding ICT network. Moreover, we provide the EDF for Wattson and the
SDF of the considered use case in the evaluation artifacts4.

Our evaluation consists of multiple phases, where adversaries and responses
are iteratively established or adjusted, following METRICS’ basic idea of dy-
namic adjustments based on (live) insights into the SUT’s behavior. In particu-
lar, the evaluation phases alternate between adversary and response actions.

4.1 Evaluation Phases

We now emphasize the details of each phase in our exemplary use case, the effects
on both the network and the physical process, and how the phases interconnect.
In Figure 4, we visualize domain-specific and domain-agnostic metrics for both
the ICT network and the power grid during the evaluation.

Phase 1: Reference. The first phase is the reference phase, where the power
grid operates normally without adversaries. We program the control center to
4 https://wattson.it/METRICS
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Fig. 3. The ICT network follows a tree-like topology consisting of three different sub-
nets. The attacker host is attached to a switch within a DSS, a common attack vector
for power girds [19]. In the first phase (A1), it connects to RTUs in the TSS and discon-
nects the majority of the grid. After its connection to these RTUs is blocked (R1) by
isolating the network segment of the attacker host, the attack targets a still-reachable
RTU to disconnect Bus 6 (A2). Finally, the operator configures all RTUs to block
unauthorized connections (R2a) before reenabling the previously disabled link (R2b).

issue control commands to keep the grid connected, i.e., closing or opening circuit
breakers as needed. In this phase, all RTUs are connected to the control center,
and all buses in the power grid operate normally, resulting in grid availability
and network operability metrics of 100%.

Phase 2: Industroyer (A1). The first attack is conducted at 20 s into the
evaluation. A new host is connected to a switch at a (remote) DSS. On this
host, a variant of the infamous Industroyer [8] malware is executed. This mal-
ware targets power grid networks by connecting to RTUs and issuing malicious
control commands. In past attacks [15], these control commands were crafted
to disconnect circuit breakers at TSSs, essentially disconnecting entire parts of
the power grid. During our evaluation, we follow its real-world behavior, such
that the malware connects to two RTUs at the power grid’s central TSS and
issues control commands to open multiple circuit breakers. As a result, several
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Fig. 4. The initial Industroyer attack (A1) repeatedly opens the circuit breakers at
the transformers in the TSS. Although the control center issues respective counter
commands, the grid’s availability repeatedly drops significantly as most of the grid
is disconnected. In contrast, the ICT network is not negatively affected during this
phase. After the operator disables a link in response to the ongoing attack (R1), four
RTUs lose their connectivity (domain-specific), resulting in reduced network operabil-
ity (domain-agnostic). Since the grid operator gains back control over the previously
attacked RTUs, the grid availability returns to 100%. The second Industroyer attack
(A2) only targets a single DSS RTU as the first response (R1) blocks the attacker from
connecting to the TSS RTUs. As a result, Bus 6 becomes inoperable, and the grid’s
availability drops slightly. During the reconfiguration of all RTUs to enable client au-
thentication (R2a), all previously connected RTUs shortly lose their connection to the
control center. After the link is re-enabled (R2b), the grid is fully available again and
all RTUs re-establish their connections to the control center, resulting in a network
operability of 100%. While the domain-specific RTU connectivity and bus operability
metrics provides more detailed insights, the domain-agnostic network operability and
grid availability metrics allow insights into the attack effects for non-experts.
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buses become inoperable, significantly reducing the grid’s availability. While the
commands issued by the control center temporarily restore the grid availability,
the malware continues to issue commands disconnecting most of the grid.

Phase 3: Preliminary Response (R1). The effects of the conducted attack
are evident to the grid operator as large parts of the power grid get disconnected.
At 50 s into the evaluation, the grid operator takes down a network link between
the attackers’ host and the attacked RTUs. However, since the precise origin of
the attack is not (yet) determinable by the operator, a whole segment of the
network is affected by the disabled link. As a result, four previously unaffected
RTUs lose their connectivity, reducing the network operability. Since the attack-
ers can no longer attack the RTUs in the TSS, the grid operator regains sole
control over this TSS and can restore the grid’s availability.

Phase 4: Industroyer Take 2 (A2). After the attackers’ host lost connec-
tion to the attacked RTUs, the attackers adjust their behavior at 80 s into the
evaluation. As a result of the disabled link, the Industroyer host can only reach
those RTUs that are part of the disconnected network segment. Hence, the mal-
ware is reconfigured to attack an RTU within a reachable DSS to disconnect
the associated bus (Bus 6), actively reducing the grid’s availability. Since the
affected RTU is not reachable by the control center, no immediate commands
as a countermeasure are possible. Further, as no measurements from the RTU
reach the control center, the second attack is not as obviously detectable as the
attack of Phase 2 (A1).

Phase 5a: Client Authentication (R2a). While the preliminary response
(Phase 3) reduced the impact of the attack on the grid’s availability significantly,
it is not sufficient to recover the reference state (Phase 1) as several RTUs are
unavailable and one DSS is inoperable. Since the Industroyer malware connects
as a secondary IEC 60870-5-104 client to the RTUs, this revised response enables
(simple) client authentication within the network. To this end, the operator
reconfigures all (reachable) RTUs to only accept connections from the IP address
of the master terminal unit (MTU) in the control center. Starting at ≈111 s,
each RTU is reconfigured individually, which resets all active connections. This
process is visible in Figure 4, where these short connection losses are observable.

Phase 5b: Link Reactivation (R2b). As soon as all RTUs are reconfigured,
the operator reactivates the previously disabled link at ≈140 s. Connections to
the previously unreachable RTUs can be reestablished and the client authenti-
cation can be enabled. Therefore, the Industroyer malware, which is still active,
is disconnected from the targeted RTU and can no longer establish a new con-
nection. Consequently, the grid operator regains full control over all RTUs and
can restore the grid’s availability. After all network and power grid effects are
averted, the malicious host can be permanently physically removed based on its
position in the network.
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4.2 Discussion

The evaluation of the presented use case provides valuable insights concerning
the specific SUT, i.e., the cybersecurity of power grids, and the methodological
approach and application of METRICS. In the following, we equally discuss
these different aspects.

Cybersecurity in Power Grids. Past cyberattacks against power grid net-
works highlight the potentially drastic effects of such attacks and common vul-
nerabilities within such networks [19, 34]. Our use case evaluation highlights
multiple aspects relevant to cybersecurity in power grids. First, the geographical
size of such networks represents a unique challenge for securing such networks.
Numerous potentially unmanned remote locations increase the risk of physical
access to network assets [19]. Physical protection and the appropriate configu-
ration of such assets are required to minimize this risk. Second, remote visibility
and controllability are of paramount importance [40]. While fine-granular visi-
bility allows identifying attacks early, controllability of network assets provides
the possibility to remotely implement appropriate countermeasures to ongoing
attacks. Third, the protection of process information is essential but challeng-
ing [1]. The lack of encryption and command authentication enables attackers
to conduct attacks such as the presented Industroyer attack or more advanced
false data injection attacks [21]. Cryptographic authentication of control com-
mands can prevent semantic attacks that aim to manipulate the physical process
over the communication network [1]. However, since power grids have stringent
real-time requirements and must always ensure process safety and availability,
adapted security solutions are necessary, fully adhering to these requirements.

Specific and Agnostic Metrics. In METRICS’ design, we introduced both
domain-specific and domain-agnostic metrics to provide insights into the SUT.
For the exemplary evaluation, we follow this concept and provide a domain-
specific and domain-agnostic metric for the communication network and the
power grid states. The domain-specific metrics, i.e., the Bus Operability and
the RTU Connectivity, provide detailed insights into the SUT. They show the
number of covered assets and individually state their respective states. These
insights are especially valuable for domain experts and when comparing several
variants of the same scenario during an evaluation series. However, their inter-
pretation for researchers from different domains is challenging. Consequently,
we include domain-agnostic metrics for the network and the physical process:
With a normalized value range (0% – 100%) and abstraction from the actual
number of assets, these metrics offer comparability and eased interpretation for
non-experts at the cost of reduced specificity. Since both variants of metrics
offer valuable insights into the SUT, we assess their combined usage as favor-
able: While domain-agnostic metrics offer comprehensibility and comparability,
detailed evaluations always require using domain-specific metrics.
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METRICS’ Iterative Methodology. The phase-based use case evaluation
highlights the potential for METRICS’ iterative evaluation methodology. While
distinct phases allow us to observe the effects of each attack and response, their
iterative structure enables flexible evaluation of different adversary and response
behaviors. As visualized in Figure 4, we can observe the delay of certain effects
(e.g., as for phase A2) as well as effects that span across multiple phases (e.g.,
multiple disconnected nodes after R1). Thus, METRICS provides a flexible
yet structured approach for conducting cybersecurity evaluations for complex
ICSs. In particular, they support grid operators in understanding the varying
impact of cyberattacks on their configurations and consequently reacting more
effectively in case of actual attacks.

5 Toward Cross-Domain Resilience

With METRICS, we address the demand for a cross-domain evaluation method-
ology regarding the resilience of ICSs against cyberattacks. Acknowledging the
need for domain-specific metrics and insights as well as domain-agnostic (i.e.,
comparable and transferable) insights, METRICS considers individual require-
ments for adversary, response, and metric designs. However, deriving a compre-
hensive resilience score from metrics and evaluation results remains an open
challenge. As identified by related work from the ICS domain and different re-
search areas [4, 13], resilience depends on and consists of multiple aspects. While
these aspects, such as robustness or redundancy, have been identified to influ-
ence the resulting system resilience, their respective definitions and weights still
depend on the concrete ICS domain or even the specific instance of an ICS.
Thus, we assess the derivation of concrete yet universal resilience definitions as
an essential research area, which can be divided into several aspects.

First, for a concrete instance of a specific ICS, a comprehensive measure or
metric for resilience has to be derived by identifying and assessing factors that
influence the system’s resilience. Here, resilience depends on the specific scenario,
e.g., the tasks and features of the ICS and the presence of specific adversaries
and response mechanisms. Further, multiple definitions of a system’s resilience
might be appropriate or even necessary.

Second, combining these ICS- and scenario-specific insights into an overall
resilience score, i.e., a resilience measure for a specific ICS, is necessary. Since
different adversaries and responses might affect various aspects of a complex
ICS, weighting individual resilience measures is particularly challenging.

Third, abstracting the definitions for a specific ICS or ICS domain to enable
cross-domain comparisons promises valuable and comparable insights into the
strengths and weaknesses of different ICS domains. Identifying different resilien-
cies of distinct domains paves the way for applying successful concepts from
different ICSs to strengthen the overall security and resilience of ICSs. In this
context, we plan to apply METRICS to further industrial domains, starting
with aquaponics [11], to identify universally applicable concepts as well as in-
compatibilities between acquaponics and power grid ICSs.
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With METRICS, we thus foster the proposed research areas by providing
a comprehensive evaluation methodology, enabling researchers to gather compa-
rable insights into various ICSs under flexible scenarios. Based on these results,
assessing the resilience of a specific instance, a single ICS domain, and ICSs as
a whole are the next steps toward enhanced resilience of ICSs.

6 Conclusion

Spurred by the current need to improve cybersecurity in complex, intercon-
nected ICSs, we propose METRICS, a methodology for evaluating and testing
the resilience of ICSs to cyberattacks. Our approach provides a framework to in-
tegrate existing ICS testbeds while obtaining comparable evaluation results. We
introduce domain-specific and domain-agnostic metrics considering the specific
properties of an ICS, as well as a normalized cross-domain assessment. Security
researchers and practitioners can perform systematic resilience evaluations by
specifying distinct scenarios consisting of adversaries and responses and includ-
ing manual and automatic interventions to influence the running evaluations.

In a preliminary case study, we demonstrate the feasibility and potential of
METRICS using the power grid simulator Wattson. The results are twofold:
On the one hand, they reveal the benefits of an iterative approach to understand-
ing the impact of a cyberattack and figuring out the best possible responses.
On the other hand, they help identify (recurring) weaknesses in current ICS
deployments, which can be subsequently addressed to prevent actual attacks.
However, leveraging METRICS’ full potential requires further advances in the
specification of applicable resilience metrics and, as a next step, we intend to use
METRICS for performing comparative evaluations using different ICS testbeds.
With this in mind, we are convinced that METRICS represents a valuable con-
tribution toward addressing the long-neglected security deficiencies in ICSs.
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Appendix A Environment Description File Example

{"name": "power grid",
1 "host": "https://example.org",
2 "port": 443,
3 "topologies": ["cigre_mv"],
4 "devices": {
5 "cigre_mv": [
6 {"device-id": "1016",
7 "type": "switch",
8 "info": {}},
...

787 "links": {
788 "cigre_mv": [
789 {"link-id": "1003",
790 "type": "digital",
791 "connection": ["994","614"],
792 "info": {}},

...
1623 "adversaries": {
1624 "kill device": {
1625 "parameters": {
1626 "device-id":
1627 {"type": "string",
1628 "description": "The ID of the device to kill"},

...

Appendix B Scenario Description File Example

{ "environment": "power grid",
1 "topology": "cigre_mv",
2 "duration": 200,
3 "adversaries": [
4 {"type": "add_host",
5 "start-time": 15,
6 "parameters": {"name": "industroyer",
...

81 "responses": [
...

91 {"type": "link_action",
92 "start-time": 60,
93 "parameters": {
94 "action": "down",

...


