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Abstract: Social media, cloud computing, and the Internet of Things connect people around the globe,
offering manifold benefits. However, the technological advances and increased user participation
generate novel challenges for users’ privacy. From the users’ perspective, the consequences of data
disclosure depend on the perceived sensitivity of that data. But in light of the new technological
opportunities to process and combine data, it is questionable whether users can adequately evaluate
risks of data disclosures. As mediating authority, data protection laws such as the European General
Data Protection Regulation try to protect user data, granting enhanced protection to “special categories”
of data. In this paper, we assess the legal, technological, and users’ perspectives on information
sensitivity and their interplay. Technologically, all data can be referred to as “potentially sensitive.”
The legal and users’ perspective on information sensitivity deviate from this standpoint, as some data
types are granted special protection by law but are not perceived as very sensitive by users and vice
versa. Our key findings still suggest the GDPR adequately protecting users’ privacy but for small
adjustments.
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1 Introduction

Technological advances increased user participation online and generated large amounts
of user data, which concerns users, who nevertheless disclose a lot of personal informa-
tion [GGV18]. Users’ decisions to disclose data are highly influenced by its perceived
sensitivity, i.e., how risky they individually perceive particular information to be [Mo12]. At
the same time, data collection and processing has evolved over time so that increasingly more
information can be combined, deanonymized, and used to profile individuals – consequently,
users may be unaware of novel threats stemming from recent technological advances.
As a mediating authority, laws like the European General Data Protection Regulation
(GDPR) govern the use of personal data by companies, thereby distinguishing categories of
information sensitivity and granting different levels of protection correspondingly.
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However, with the ever-improving potential for data analysis, the question arises whether
the regulation (legal perspective) captures what data can potentially become sensitive
(technological perspective) and also what data users perceive to be sensitive (users’
perspective). In this multidisciplinary paper, we will examine sensitivity of information in a
multidisciplinary approach by taking all these three points of view. This assessment forms
the basis for comparison between the three perspectives and the discussion of the findings
with regard to the interests of online users and implications for future politics.

2 Information Sensitivity from a Technological Perspective

The early 2000’s shift of online services towards the Web 2.0 paradigm constituted a
revolution of online servicesȷ user participation became an elementary ingredient of modern
online services [OR07]. The level of user interaction culminated in the rise of global
social networks such as Twitter and Facebook, which was enabled by shifting to the cloud
computing paradigm [Ar10]. In addition to its increased scalability and lowered entry bar
for service providers, the cloud’s ubiquity also enabled users to outsource their data to
simplify sharing or maintaining online backups. Ultimately, cloud computing motivated
the advent of smartphones and the Internet of Things (IoT). Cloud storage enabled
synchronizing numerous devices easily and the cloud’s scalable processing power allows
service providers to remotely process the data sensed by their users’ IoT devices [He1«]. As
a consequence, systems based on distributed ledgers, most notably blockchains, recently
gained traction to break up this level of centralizationȷ While initial blockchain systems
such as Bitcoin [Na08] or Ethereum [Wo16] focused on achieving decentralized financial
services in partially distrusted environments, distributed ledgers are now being explored for,
e.g., tamper-proof file storage [Ko17] or managing access control to user data [ZNP15].
Distributed ledgers are experiencing this popularity because their immutability establishes
technical accountability among otherwise mutually distrusting parties.

In conclusion, new technologies always simplified the deployment of online services
centered around user participation or even enabled novel services over the Internet. However,
those opportunities do not come without additional (privacy) challenges, as we detail in the
following.

Web 2.0. The shift toward a strong focus on user participation within the Web 2.0 paradigm
inherently led to the collection of more user data – and to new insights gained from service
personalization, user tracking, and data breaches. Online services are routinely personalized
to increase the user experience, e.g., provide better-fitting search results. While personalized
services can benefit the user, the collected data is potentially highly sensitive. Not only is it
possible to deanonymize users solely based on search queries [BZ06], it is further possible to
disclose sensitive user data even from properly anonymized data sets [NS08]. Web tracking
maximizes this form of data collection by monitoring users’ browsing behavior across
services [MM12], which potentially discloses a much more fine-grained view on users and
was oftentimes opaque to the user prior to the GDPR’s enactment. Even privacy-aware
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users, who actively protect their privacy by deleting cookies or using private browsing, have
been shown to be susceptible to web tracking due to their distinct behavior [Ye12]. A major
threat also lies in the potential of data breaches, which disclose login credentials and other
meta data for users’ accounts on a regular basis.

Social Media. Especially the rise of social media revolutionized users’ online behavior
as users can now rapidly share personal moments and thoughts with both their friends
and a general audience – leading to unprecedented privacy issues due to sensitive data
disclosure. Users can directly share clearly sensitive data with the public (e.g., credit
card information) or release it via meta data such as GPS locations stored in uploaded
images [Sm12]. These incidents showcase the need for education regarding potential threats
of sharing sensitive data on the Internet. Furthermore, the data users share online can be
combined and subsequently collectively be exploited as shown by the Cambridge Analytica
scandal [RCC18]. Hence, users can be profiled based on their shared data and the increased
potential stemming from new analysis methods to exploit such data can cause data to
effectively become sensitive.

Cloud Computing. Due to the cloud’s multitenancy, single cloud providers could gain
access to data of all customers [He1»]. Also, a cloud can span multiple data centers. In
this case, users lose control over where their data is being stored, which can violate both
individual or even legal requirements [HHW1«]. Hence, the increased complexity of data
management complicates users’ risk evaluations.

Smartphones and IoT. The ubiquity of sensing devices also creates new challenges for user
privacy [ZMW1»]. Third parties can potentially extract very fine-grained information from
a user’s sensor data via appropriate analysis technologies (e.g., location trajectories [Zi17]).
Furthermore, the often-insufficient security of IoT devices for smart homes can potentially
leak sensitive information directly from the user’s house to the Internet [Se18]. This potential
threat is further exemplified by recent advances in deep learning [LBH]. Thus, users must
be further aware of the potential privacy implications of third parties analyzing their sensed
data.

Distributed Ledgers. While privacy-preserving platforms based on distributed ledgers
aim to mitigate public data disclosure [ZNP15], sensitive data on such ledgers can have
especially devastating consequences due to their oftentimes public nature and immutability
by design. For one, the initial promise of blockchains to provide financial privacy has been
falsified [Me1«]. Secondly, arbitrary data can be stored directly on blockchains, i.e., there
is potential for the malicious disclosure of sensitive data of another user [Ma18]. These
initial observations indicate that users once again will be facing increasing complexity in
the technologies providing their online services in the future.

In conclusion, emerging new technologies can cause intuitively non-sensitive data to
become sensitive due to the potentially unwanted impact seizing this data can have. Despite
whole research areas being dedicated to protecting sensitive data from being disclosed to
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unauthorized parties, there is no general solution to technical data protection. We expect
this effect to be further exacerbated in the future as mainstream technology becomes more
complex and diverse, and thus harder for users to keep track of regarding potential privacy
threats.

3 Information Sensitivity from a Legal Perspective

Since May 2018, the data protection law in the member states of the European Union
is almost exclusively determined by the European General Data Protection Regulation
(GDPR), leaving only a very limited scope of application to distinct national data protection
legislation [WB17]. Depending on the content of the data, the European data protection
law distinguishes three different categoriesȷ personal, special categories of personal, and
non-personal data, all of which are granted different levels of protection.

Art. » No. 1 GDPR defines personal data as any information relating to an identified or
identifiable natural person. Special categories of personal data consist of personal data
referring to particularly sensitive information concerning a natural person. Under Art. 9 sec.
1 GDPR these include data revealing a person’s racial or ethnic origin, political opinions,
religious or philosophical beliefs, or union membership. Furthermore, genetic, biometric,
and health data, as well as data concerning a person’s sex life or sexual orientation, are part
of this category. Every piece of information not falling under the definition of personal data,
however, has to be considered non-personal data under data protection law (cf. Art. « No. 1
Proposal for a Regulation of the European Parliament and of the Council on a framework
for the free flow of non-personal data in the European Union, COM (2017) »95 final).

The group of personal data summarized under the notion of “special categories” consists of
types of personal data which can be described as sensitive personal attributes. They have in
common that they concern very personal beliefs or states which bear a special risk of being
a leverage point for discrimination [AV18; KB18] and are closely connected to the exercise
of fundamental rights (Recital 51, cl. 1 GDPR, [AV18; Fr18; We17]). The processing of this
data can result in a severe violation of a person’s privacy as well as significant risks to the
fundamental rights and freedoms (Recital 51 cl. 1 GDPR, [Fr18]). The legal protection for
special categories of personal data, therefore, has to be even stronger compared to common
personal data. Following the principle of “ban with reservation to permit” [AV18; Ve18],
Art. 9 GDPR restricts the processing of special categories of personal data to less, more
specific, and more essential situations compared to mere personal data. Furthermore, only
under very strict conditions may personal data of the special categories even be used for
decision making based solely on automated processing, including profiling (Art. 22 GDPR).
If special categories of personal data are processed, this always leads to the necessity for the
processor to keep records of his processing activities (Art. «0 GDPR). If handling this kind
of data in a larger scale, the processor has to conduct data protection impact assessment (Art.
«5 sec. « lit. b) GDPR) and is obliged to appoint a data protection officer (Art. «7 sec. 1 lit.
c) GDPR). The rigidity of the separation of these different levels of protection was already
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the subject of discussion when it was introduced by the Data Protection Directive [AV18;
Si97].

As non-personal data does not fall under the scope of the fundamental rights which establish
data protection, it is, hence, neither protected under the GDPR nor national data protection
laws. Non-personal data, however, may be protected by other laws under different legal
means, e.g., business secrets which are protected by the national civil law [Mü18]. The GDPR
as well as the national data protection legislations differentiate between data protection and
data security. While data protection aims at the defense of personal data against the dangers
of their processing, data security embraces all measures to preserve data from misuse and
interference of risks from outside of the process of processing [He0«; WB17]. A legal use
of personal data always requires adequate safety and security measures. An appropriate
security level considers the technical state-of-the-art, the costs of the implementation of the
security measures, the probability of occurrence of security risks, nature, scope, context,
and purposes of the processing as well as the risks for the rights and freedoms of the natural
persons which might especially arise from the accidental or unlawful destruction, loss,
or unauthorized disclosure (cf. Art. «2 sec. 1, 2 GDPR). The processing of particularly
sensitive data may, hence, only lead to more data security. However, the processing of
common personal data does not mean the absence of security measures.

4 Information Sensitivity from the User Perspective

From the user perspective, the perception of how sensitive a type of information is, is
influenced by how concerned users are about the data provision and influences how willingly
this information is provided [Mo12]. But what causes users to perceive certain information
types as more sensitive than others? The perception of sensitivity is related to the perceived
risks when disclosing information and, thus, related to the vulnerability and potential losses
that are anticipated [Mo12]. Users are concerned about unauthorized use, misuse (e.g., fraud,
identity theft, hackers), and improper access [Eu18]. But they also feel that the collection of
information itself, targeted advertising, and profiling are violations of their privacy [SLZ18].
Thus, they seem not to differentiate between data privacy and data security. Moreover, more
personally identifying information is perceived as more sensitive [MPS1«], which goes in
line with the GDPR covering personally identifying information. Improving data analysis
technologies enable ever-deeper insights about users. Most users may not be aware of what
is legally and technically possible and how, presumably non-identifiable or insensitive, data
can be linked and used.

Besides limited knowledge about IT and law, there is another aspect that complicates the sen-
sitivity evaluation for the usersȷ Privacy perceptions depend on context and audience [Ni10].
We learn from early childhood on how to manage our privacy in an offline world. But online,
data is persistently available over space and time, confusing the context in which we disclose
information and those in which it can be accessed and by whom [Ta1»]. Thus, users do not
only have to include the present audience and context to evaluate the risk of disclosure and
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sensitivity of information but also potential access of information in the future by different
entities and in different contexts. And the technological possibilities to combine data across
services also need to be considered.

The Empirical Approach. To provide a user perspective on sensitivity of information, we
conducted an empirical online study in which N = 601 German internet users evaluated »0
data types regarding their felt sensitivity. In the questionnaire, the perceived sensitivity is
assessed without contextual frame, as such context-free perceptions of sensitivity mirror
assessments users need to make in the digital world. The participants evaluated the »0 data
types (cf. Fig. 1) on a 6-point scale from “not sensitive at all” (1) to “very sensitive” (6) in
randomized order to prevent sequence effects.

The sample includes 601 participants aged between 15 and 69 years (M = «8.8, SD = 20.2).
59.1% were women. The questionnaire was distributed online via an independent market
research company. The education level is quite heterogeneously distributed, showing a good
cross-section of German internet users.

Results. The perceived sensitivity for all »0 data types is depicted in Fig. 1. Passwords
are perceived as most delicate followed by financial account numbers, with both being
rated “very sensitive” (M > 5.5). Personal identifiers like passport number and fingerprint,
location and medical history are perceived as “sensitive.” Browsing history, medication,
and sexual preferences are evaluated as “rather sensitive.” “Rather not sensitive” are, e.g.,
political affiliation, weight, and zip code. The only two information types from this list that
are perceived as “not sensitive” are hair color and name of pet. Nothing was, on average,
felt to be “not sensitive at all” (M < 1.5).

5 Comparison between Legal, Technical, and User Perspective

Fig. 1 depicts the legal and user perspective on sensitivity. It shows that users’ perception of
sensitivity is for some data types in line with the legal categorization but also deviates strongly
for others. The data types that are perceived as most sensitive by the users (passwords,
financial account numbers) are legally classified as possibly special category and no special
category. This assessment by users indicates they might not differentiate between data
privacy and data security. Rather, the sensitivity evaluation is based on a risk assessment,
and users are concerned about unauthorized access and illicit data misuse as well as about
data collection, targeted advertising, and profiling. The legal use of personal data, however,
under Art. «2 GDPR always requires adequate data security measures proportional to
the risks of data processing. Hence, service operators implement established technical
protection measures. However, even despite huge efforts to technically protect user data, we
experience frequent data breaches [Hu1«].

Data protection starts earlier, though, and already tries to minimize occasions and purposes
in which personal data is collected and processed. While users’ estimation of information
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Fig. 1ȷ Users’ evaluation of the sensitivity of »0 data types (𝑛 = 601) categorized into the legal
classification.
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sensitivity might anticipate the uncontrolled release and accept the necessity of the processing
in other contexts, the data protection law works with wider categories and has internalized
context dependency. Hence, from a legal point of view, the additional protection of special
categories of personal data aims at categories whose general acquisition, irrespective of its
legality, might bear severe risks and consequences. Thus, the legislator even restricted the
contexts of legal uses compared to regular personal data.

Political affiliation and religion are classified as special category and particularly deserving
of protection by the GDPR but are assessed as ‘rather not sensitive’ on average by the
participants of the survey. The German view on data protection is, among other factors,
highly influenced by the country’s historical experience of two dictatorships cementing
their power through surveillance and control and the potential as well as the risks of modern
electronic data processing [Bu11; Ma12]. This affected the development of the European
data protection law [Re12]. The legal point of view on special categories of personal data, as
the most sensitive pieces of information in data protection law, mainly concern issues that can
be used as leverage points for discrimination, such as religious believes, political opinions,
or sexual orientation, and are closely connected to the exercise of fundamental rights, e.g.,
union memberships. Therefore, they need the particular protection of the democratic society
and its laws. This aspect does not have the same importance for common users and the
deviation between law and user evaluation can be explained by the methodological approach
to report the mean user evaluationȷ For many users who have mainstream political views or
a religion that is not discriminated, these information types may not seem sensitive. The
minority of users who may be discriminated on these grounds do not have much weight
within the average evaluation but still need protection from discrimination. Short-term
financial losses and other acute consequences of released data are more relevant to the
user, while the legislator has to consider long-term implications for the individual and the
democratic society as a whole.

We have seen that the voluntary sharing of personal information in social media can make
users vulnerable and create possibilities for harm. Users see these risks to some extend and
state that they are concerned but still disclose this information [GGV18]. One explanation
for this privacy paradoxical user behavior is given by the theory of the privacy calculus
which assumes that users weigh perceived benefits and perceived privacy risks against
each other [DH06]. Thus, they disclose information when the benefits outweigh the risks.
Correspondingly, the evaluation of risks is only one side of the coin. Self-disclosure on
social network sites bring many benefits to the individual including self-representation,
relationship development, and social control [LPK1«]. These may outweigh the perceived
concerns. Granting consent allows users this self-determination with regard to their data. At
the same time, however, it poses considerable practical problems as to the aspects of being
voluntary and informed [Er17; LL18].

Additionally, users do not make purely rational decisions. Rather, decision making is
affected by cognitive biases and heuristics. For example, optimism bias leads individuals to
perceive themselves as less vulnerable than others [CLC10] and affect heuristics influences
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the risk assessment in a way that users tend to underestimate risks when it is associated with
things they like [Wa1«]. These psychological means will always influence users’ decision
making to some extent. Here, the aim of data legislation and privacy preserving technologies
should be to guarantee users an online environment in which they can freely decide what to
share, following the principle of informational self-determination. This also includes data
protection via technical and legal means so that users are protected to the largest extent
possible.

Another deviation between users’ and legal evaluation is the categorization of location
information. GPS data can comprise distinct locations or even whole trajectories and is
felt to be sensitive by users, but location is not part of the group of special categories of
data under Art. 9 GDPR. Nevertheless, there is European legislation providing special
rules for its processing. Directive 2002/58/EC, which was enacted to complement the
former European Data Protection Directive 95/»6/EC, defines it as any data processed in
an electronic communications network, indicating the geographic position of the terminal
equipment of a user of a publicly available electronic communication service. (Art. 2 lit.
c) dir. 2002/58/EC) Art. 9 sec. 1 dir. 2002/58/EC allows the processing of this data only
after its anonymization or with the consent of the users to the extent and for the duration
necessary to provide an additional service. The scope of this provision, however, is limited
to the regulation of data processing in the context of providing publicly available electronic
communications networks (cf. Art. « sec. 1 dir. 2002/58/EC), e.g., by phone companies
or closed user groups [Bü18]. For every other purpose and processing, the rules of the
GDPR apply subsidiarly, treating location data connected to person as regular personal
data. Hence, only in a very limited number of use cases relevant today, is location data
further protected by the law. Considering the possibility of creating movement profiles of
users through the analysis of location data and the threats to a person’s freedom and rights
such profiles bear, the protection granted by law seems insufficient. One reason for this
situation is the ongoing reform process of the European data protection law. The directive
2002/58/EC relevant at hand will be renewed and transferred into a regulation in the future
(cf. Proposal for as Regulation concerning the respect for private life and the protection of
personal data in electronic communications and repealing Directive 2002/58/EG, COM
2017/010final-2017/0«(COD)). Hence, the current legal state does not, yet, meet today’s
technical challenges. Despite the oncoming reform, the classification of location data as
common personal data within the GDPR should be reconsidered and a higher level of
protection for location data should be created.

The contrast between the European law and examples like the Chinese Social Credit
System [Me17] shows that, due to sufficient legal regulations in Europe, users are protected
from harmful aggregation of data, although this would be technically possible. The collection
of license plate numbers to create a governmental “obedience score” is not conceivable,
as the European fundamental rights exclude, e.g., the comprehensive assessment of a
person’s behavior and actions. Therefore, European users do not need to be concerned
about possible consequences which could result from the collection of such data. The low
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sensitivity evaluation of license plate number by the German sample shows that users indeed
do not see many risks connected to that information. Reliance on the current data protection
law can be one reason for the low sensitivity evaluation of the license plate number by the
German sample compared to other cultures [Sc19]. This would indicate that users are aware
of the legal protection granted to their data. The other hypothesis – users not being aware of
potential risks – could also hold true and is important to consider regarding users’ perception
of privacy risks in general. Looking at data disclosure decisions through a privacy calculus
lens, users need to evaluate the risks of data disclosure. To do that adequately, they need
to be aware of these risks. However, they are not always privy to the legal protection and
technical means [Eu18].

The authors argue that the main objective should not be informational heteronomy that is
imposed by law over the users but informational self-determination. But this requires that
users are aware and able to evaluate the risks of data disclosures. To empower users here, they
need to be well informed. But educational measures at school are limited, especially because
of the ever-evolving technical means. Thus, education and information must be available
from a trusted source for all citizens, e.g., from a governmental website. Also, qualified
media coverage and easy to understand consent forms are required. Finally, technological
means to prevent unauthorized access to user data or the derivation of additional information
from such data need to be further improved.

In summary, the comparison of the different perspectives on information sensitivity shows
that users’, technical, and legal views deviate to some degree. For example, the law grants
protection to data categories as “special” categories that not all users perceive as especially
sensitive. This can be seen as unproblematic as users are still able to freely disclose data,
thereby giving their explicit consent to process this data. Other data categories, e.g., GPS
data, are not given special privacy protection by the GDPR, but they are perceived as
sensitive by the users and are, from a technological perspective, very revealing about the
individual user. Here, the law nevertheless requires adequate data security measures for data
processing, thus still providing protection. Rather, it is a problem that users, by allowing
the processing of their data on the basis of consent without being fully aware of possible
consequences, often thwart the safeguards of data protection laws which generally tries
to limit the amount of processed data and the admissible purposes of its processing. For
the premise of informational self-determination, it is of utmost importance to raise users’
awareness about possible risks of data disclosure and the legal protection they are entitled
to. As long as users decide to give their free, specific, informed, and unambiguous consent
to the processing of their data as demanded by Art. 7 sec. 1, » No. 11 GDPR, the processing
is in accordance with the law. It is, therefore, a manifestation of the users’ informational
self-determination which would, otherwise, turn into informational heteronomy. Finally,
technological means must seek to unburden the users, i.e., provide the best data protection
possible while not overly restricting the users’ freedom of educated self-expression. In
the current state, admittedly, perception of the importance between the three perspectives
differs. However, the categories of data seen as sensitive by users and computer science
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are adequately protected by law, although it grants other categories, which are not rated
as particularly sensitive by users, more protection for the aforementioned reasons. The
comparison of the three perspectives has shown how advanced the GDPR is in protecting
users’ privacy but for small adjustments. The effort of the GDPR to support the privacy
interests of customers – structurally inferior compared to many companies and their
economic interests – balances inequalities of social forces and strengthens the pluralism
and democracy in digital societies.
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