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The General Data Protection Regulation (GDPR) is in effect since May of 2018. As one of the most comprehensive
pieces of legislation concerning privacy, it sparked a lot of discussion on the effect it would have on users
and providers of online services in particular, due to the large amount of personal data processed in this
context. Almost three years later, we are interested in revisiting this question to summarize the impact this
new regulation has had on actors in the World Wide Web. Using Scopus, we obtain a vast corpus of academic
work to survey studies related to changes on websites since and around the time, the GDPR went into force.
Our findings show that the emphasis on privacy increased w.r.t. online services, but plenty potential for
improvements remains. Although online services are on average more transparent regarding data processing
practices in their public data policies, a majority of these policies still either lack information required by the
GDPR (e.g., contact information for users to file privacy inquiries), or do not provide this information in a
user-friendly form. Additionally, we summarize that online services more often provide means for their users
to opt out of data processing, but regularly obstruct convenient access to such means through unnecessarily
complex and sometimes illegitimate interface design. Our survey further details that this situation contradicts
the preferences expressed by users both verbally and through their actions, and researchers have proposed
multiple approaches to facilitate GDPR-conform data processing without negatively impacting the user
experience. Thus, we compiled reoccurring points of criticism by privacy researchers and data protection
authorities into a list of four guidelines for service providers to consider.
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1 INTRODUCTION

In recent years, a number of high-profile instances relating to the processing of personal information
from web services, such as the publication of the US National Security Agency program Prism [61]
and the Cambridge Analytica scandal [142], have repeatedly sparked discussions about online
privacy. As a result, people distrust online services and especially social networks [65] that collect
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data directly related to their person. Although the EU-wide Data Protection Directive [48], which
was intended to protect individual privacy, was passed already in 1995, it is unsuited to effectively
accomplish this task in today’s online ecosystem [38]. This failure is partly due to the drastically
increased capability to collect, store, and process data [6], but also due to weak enforcement and a
lack of fines for offenders [70]. The most recent piece of broad EU-privacy legislation is the General
Data Protection Regulation (GDPR) [51], which introduces binding rules concerning privacy to all
EU states for the first time and is in effect since May 2018.

In a report from 2016, Englehardt and Narayanan [42] showed that out of the worldwide one
million most popular websites at least 70 % employ some form of tracking, which is affected by the
GDPR. For US American websites, this number may be as high as 92 % [99]. The reception of this
regulation is highly heterogeneous ranging from arguments that it places an almost impossible
burden on providers of online services [66], over its wording being too ambiguous to make any
prediction on the effect it will have [70, 84], to it changing the world for the better [4]. Since the
GDPR’s enactment, numerous studies [31, 74, 93, 94, 118, 119, 129] have analyzed data collected
from the web to investigate the consequences of the GDPR. Although this work is fundamental to
informed discussions about the impact of the GDPR, the highly specific nature of such work also
limits its scope. Due to the number of novel requirements for service providers and rights granted
to their users by the GDPR, we identify the need for an extensive literature study as it is more
suited to summarize the far-reaching consequences the GDPR has had on the World Wide Web.

Like previous surveys, e.g., Laperdrix et al. [90], we intend to provide interested readers a detailed
overview into the state of the art w.r.t. the implications of the GDPR on the web. As such, we do
not aspire to cover the entirety of one specific form of tracking as pursued by Laperdrix et al. [90],
but instead consider a wide range of aspects related to online tracking with special emphasis on
cookies, cookie consent notices (cookie banners), privacy policies, and browser fingerprinting, and
how they were affected by the GDPR. As a foundation for our literature survey, we rely on Scopus?,
a popular literature database. Consequently, we compile and analyze an exhaustive corpus in the
scope of tracking on the web published around the enactment of the GDPR and beyond.

Contributions. Three years after the GDPR has been enacted, we aim to facilitate a nuanced and
objective discussion in this paper about its impact on the web, relying on factual findings [31, 93,
94, 119, 149, 157] as well as academic discussions from various points of view [29, 38, 57, 66, 109].
Our main contributions in this work are as follows.

(1) We establish a broad background of essential information regarding privacy legislation and
tracking on the web based on the results of our literature study. This knowledge helps
the reader to interpret the empirical results we summarize in this work, and serves as an
introduction point to the vast (and captivating) topic of online privacy.

(2) We present an extensive summary of key findings based on scientific research regarding the
impact of the GDPR. We learn that although the GDPR can directly be linked to an increase
in cookie consent notices close to 40 % and the volume of privacy policies of around 60 %,
there is no strong evidence that the GDPR has led to a decrease in online tracking.

(3) We outline specific suggestions of metrics related to online privacy that warrant further
investigation. We identify the need to work towards standardizing measurement methodolo-
gies, especially in terms of tracking analysis, to allow the comparisons of study results, which
could fill in some blanks regarding the GDPR’s impact on online privacy and the evolution
of tracking technology.

(4) We point out the most pervasive challenges for service providers to reach compliance with
the GDPR, based on our research: We find that insufficient control is commonly provided to

Thttps://www.scopus.com/ — “Expertly curated abstract & citation database” for academic articles.
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the users of online services by making it either difficult or impossible for them to opt out
of non-essential data processing and to access or delete their personal data. Furthermore,
we can attribute these shortcomings in many cases to the underlying business model of the
services, as well as a lack of involvement by the responsible data protection authorities.

(5) We contrast the arguments brought up in scientific and journalistic publications on GDPR-
related controversial topics. Thereby, we present the differing points of view on the not yet
fully understood implications of the GDPR, such as the right to data portability, the use of
Blockchain technology, and privacy by default.

To the best of our knowledge, we provide the first extensive literature review on the impact of the
GDPR on the web.

Paper Organization. First, we briefly describe the methodology of our literature survey along
with the target audience of this work in Section 2. Then, in Section 3, we provide a comprehensive
summary of EU privacy legislation, as well as the different technologies used to track individuals on
the web. Afterward, in Section 4, we detail the findings of GDPR-focused related work along with
commonly described challenges in obtaining these results. In Section 5, we discuss the limitations
both regarding the collection of empirical data relevant to our research and the GDPR itself,
followed by an outlook on future developments related to provisions of the GDPR, such as data
portability and privacy by default. Subsequently, in Section 6, we derive recommendations for
service providers based on the findings that we presented and analyzed in previous sections. Finally,
Section 7 concludes this paper and includes a future work outlook.

2 SURVEY METHODOLOGY & AUDIENCE OF OUR WORK

To create a well-founded foundation for our literature survey, we define a specific focus for our
work. We mainly focus on scientific publications to gather quantitative data regarding the GDPR’s
impact. Due to its significant coverage, we decided to rely on the literature database Scopus. We
searched for all relevant scientific literature by querying for all English publications between 2018
and February 2021 containing the phrases GDPR and either cookies, fingerprinting, tracking, or web
in title, abstract, or keywords. In total, Scopus returned 172 resources, of which we immediately
excluded 21 because they constituted complete proceedings and one paper which appeared twice.

For the remaining papers, we read the abstract of every paper and skimmed through the intro-
duction and result section if we were unable to form a well-founded opinion solely based on the
abstract whether the paper fits into the scope of our analysis. Through this process, we additionally
eliminated 45 papers because they had no noticeable relation to the web. We further excluded 56
publications for not containing any measurement results. Most of these non-quantitative studies
introduced novel techniques related to data management and privacy with a special emphasis on
approaches utilizing or extending the Layered Privacy Language, which Gerl et al. [62] introduced
in 2018. The most prominent research areas in these excluded papers were related to medicine and
the Internet of Things.

We augmented this initial set of papers with selected publications that were not indexed in Scopus
by following the references within our corpus. Thus, we obtained an extensive collection, which
describes the state of the art. To present a diverse set of viewpoints, we also consider non-academic
references. In particular, we further rely on factual journalistic reports [7, 14, 21, 72] to highlight
notable events related to the GDPR’s impact on the web. Additionally, we include some more
opinionated online resources [28, 125, 135] in an effort to contrast contrary stances on the GDPR
and informational material from reputable (mostly governmental) online sources [10, 33, 84, 86].

With this work, we address a broad audience that is interested in the topic of privacy on the
web and what effect recent privacy legislation, with a particular focus on the GDPR, has had. Our
goal is to highlight persisting privacy threats for online users and discuss their origin based on
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the findings of academic research. We want to address readers irrespective of their background in
privacy and the GDPR by providing a concise yet well-founded overview in this recently emerging
area (the GDPR has a significantly larger scope than previous privacy legislation). At this point,
we want to stress that this work does not (primarily) intend to define a roadmap by meticulously
outlining all open research gaps for future scientific research in this domain. Instead, we mainly
focus on our survey of existing work to look into the impact the GDPR has (had) on the web.
Likewise, we cannot provide warranted legal advice and suitable concrete configuration guidelines
for web service administrators as we have no profound background in law. Nevertheless, this work
references all relevant legislation for interested readers.

To summarize, this work is meant to serve as an introductory work for a readers with varying
background by detailing technical and legal developments, as well as open challenges as reported
by related work.

3 BACKGROUND

The GDPR is often cited as the most comprehensive piece of legislation regarding privacy [66, 70, 94].
As such, its enactment impacted a wide variety of common practices implemented by a majority
of contemporary applications and software systems. Thus, we introduce the legal background of
personal data processing within the European Union and how it changed over the years leading
up to the GDPR in Section 3.1. Subsequently, we summarize the GDPR in Section 3.2, primarily
focusing on GDPR articles that were discussed in the work we analyzed. Finally, in Section 3.3, we
present the most common tracking techniques as well as measures service providers have adopted
to increase transparency and privacy in the interest of their users. In the remainder of this paper,
we then consider both areas, legislation and technical building blocks, jointly.

3.1 Pre-GDPR Privacy Legislation in the European Union

We first provide an overview of the history of European privacy legislation. As the number of
directives and regulations related to this topic is vast, we focus on an overview of the most
comprehensive and relevant changes in legislation.

Data Protection Directive. The Data Protection Directive [48], passed in 1995, is considered to
be the first EU-wide binding legislation regulating the processing of data relating to natural persons.
It laid out basic definitions still relevant to today’s privacy legislation, e.g., defining personal data
as “any information relating to an identified or identifiable natural person” [48, Article 2(a)] along
with what qualifies as consent [48, Article 2(h)]. The individual, which this personal data concerns,
is, in this case, referred to as data subject, and the processing party is called data controller. This
directive does not only apply to processing that takes place in member states of the EU, but to
every processing that involves personal data of citizens of any EU state [48, Article 25]. However,
directives differ from regulations as they set specific goals that are supposed to be achieved through
national laws, instead of enacting such laws directly [52]. Thus, the effect of directives may be
different for EU citizens depending on the member state they inhabit.

Privacy and Electronic Communications Directive. In 2002, the Privacy and Electronic
Communications Directive [49], also known as ePrivacy Directive, was passed. It builds on the Data
Protection Directive and refines formulations concerning Internet data traffic. The introduction of
the concept of informed consent is most relevant to this work. Informed consent mandates services
to inform end-users what kind of data is stored on their device, most notably cookies, and for what
specific purpose. Furthermore, every end-user must be granted the opportunity to refuse such
storage, provided that it is not strictly needed for a (regular) operation of the respective service. This
directive was amended in 2009 [50] to address technological advances that mostly concern mobility.
Furthermore, it replaced the previous article on informed consent with the concept of explicit
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Fig. 1. Timeline of EU privacy legislation featuring four pieces of legislation that are most relevant to our
work. These examples demonstrate the continuous adaptations that are necessary to limit privacy risks
stemming from, among other factors, a significant increase in the capability to collect personal data.

consent, i.e., end-users must explicitly agree before any information can be stored on their devices.
This amendment also allows end-users to withdraw consent relating to the storage and processing
of their personal data at any time. Figure 1 illustrates how privacy legislation got progressively
more comprehensive over time in the EU.

Takeaway. The Data Protection Directive and ePrivacy Directive are the central pieces of privacy
legislation passed in the EU prior to the GDPR. The ePrivacy Directive requires data controllers (party
processing data) to obtain the explicit consent of data subjects (individuals whose data is affected)
before processing their personal data. However, the effectiveness of these directives is impeded by
lacking a binding set of binding fines for misbehaving entities and have contributed to differing privacy
standards throughout the EU.

3.2 The General Data Protection Regulation (GDPR)

Building upon the existing legislation, the European Parliament passed the General Data Protection
Regulation in 2016. The GDPR establishes new restrictions on data processing, obligations for data
controllers, and freedoms for data subjects, tailored to address current privacy concerns [135]. In the
following, we first give an overview of the GDPR (Section 3.2.1) before focusing on specific articles,
especially relevant to our research (Section 3.2.2) and briefly addressing the planned ePrivacy
Regulation (Section 3.2.3).

3.2.1  An Overview of the GDPR. The GDPR addresses a wide area of aspects that are related to
data processing and privacy. In particular, it provides a lawful framework, specifying sanctions in
case of infringement, and covers all steps that are concerned with the collection, usage, protection,
and interaction with personal data in the EU. As such, the GDPR introduces notable changes to the
privacy legislation in the EU.

EU-wide Law. Since directives are enacted through national laws, they contributed to consid-
erably varying privacy standards throughout Europe [38]. The enactment of the GDPR aimed to
remedy this situation by establishing high EU-wide privacy standards that regulate all processing
of personal data of EU citizens, even if this processing takes place outside the EU [31, 147]. The
previously established right to be forgotten [51, Article 17] and the aforementioned requirement to
obtain explicit consent before personal data may be processed [51, Article 6(a)] have been put into
EU-wide law as part of the GDPR, to name just two examples. Recital 10 of the GDPR specifically
mentions that “[...] the level of protection [...] should be equivalent in all Member States”, but also
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leaves it up to the member states “[...] to further specify the application of the rules of this Regula-
tion” [51]. Thus, member states still have the freedom to apply the GDPR more restrictively [143],
i.e., the GDPR defines a minimum level of data protection and privacy in the European Union.

Binding Sanctions. In contrast to all preceding directives, the GDPR introduces binding sanc-
tions that are imposed on service providers who fail to comply with its rules. Most notably, parties
failing to comply with the requirements set by the GDPR face fines up to 4 % of their annual revenue
or 20 million € [51, Article 83(5,6)]. In which specific cases such fines are appropriate, and how
their exact amount is determined is also subject of the GDPR [51, Article 83(2,3,4)]. However, each
EU state is granted the freedom to specify additional fines for infringements that are not specifically
covered by the GDPR as long as the sanctions are “[...] effective, proportionate and dissuasive” [51,
Article 84(1)].

Legitimate Interest. The GDPR includes multiple legal bases on which data controllers may
carry out the processing of personal data. For this work, the statement that the processing is lawful
if the data subject consented to it is especially relevant [51, Article 6(1)(a)]. Processing is also
legitimate if it is required to fulfill contractual or other legal obligations, if it serves the public
interest, or to protect vital interests or natural persons [51, Article 6(1)(b-e)]. Additionally, the
GDPR introduces legitimate interest [51, Article 6(1)(f)] as a legal basis to process personal data.
For example, the processing is legitimate if it serves the purpose of preventing or investigating
fraud or other criminal activities [46]. To establish legitimate interest, the data controller must
prove that their interest in processing the data outweighs the individual’s interest for privacy.

Focusing on advertisements, the GDPR states that “[...] processing of personal data for direct
marketing purposes may be regarded as carried out for a legitimate interest” [51, Recital (47)].
However, Recital 70 of the GDPR [51] states that every data subject must be provided the opportunity
to reject such processing and that the processing party must make this clear to the data subject.
The solution to these seemingly contradictory statements is that a party may rely on legitimate
interest as a legal basis to process personal data (e.g., in the form of marketing), but is required to
prove, among other factors, that the data subject can reasonably expect such processing to take
place and the processing party’s interest and risk to the individual’s privacy are balanced [44].

A reoccurring example in literature where the processing of personal information, such as a
physical address, is implicit and thus no explicit consent has to be provided, is that of a pizza
shop [44, 155]. If a customer orders a pizza to their home address, they have to assume that the
pizza merchant at least temporarily stores it to carry out the delivery. If the pizza shop then wishes
to use this data further in the context of marketing, this constitutes a separate case where legitimate
interest has to be established. Based on our research, the applicability of legitimate interest is not
yet well understood [69, 78, 156], and may have to be further specified, e.g., through court rulings.

3.2.2 Legislation of the GDPR Impacting the Web. The GDPR addresses a wide area of aspects
that are related to data processing and privacy in a general sense. As such, the GDPR does not
limit itself to electronic data or even the web in particular. However, due to the ubiquity of the
Internet, it inevitably affected online service providers. With the average European spending
up to two and a half hours online every day [134] and facing about 17 trackers per website on
average [42], the amount of personal data processed on the web is enormous. Beyond being able to
reconstruct significant parts of individuals’ browsing history by use of such data [83], even more
sensitive information, such as religion, political attitude, and sexual orientation, may be inferred by
processing it [20, 108] using, e.g., complex statistical analysis. Thus, the following provisions of the
GDPR significantly impacted data processing on the web.

Right to Be Forgotten. Based on an EU court ruling from 2014 [82], the right to be forgotten
was included in the GDPR [51, Article 17], requiring data controllers to delete personal data upon
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the data subject’s request. This obligation holds as long as at least one of the circumstances listed
in Article 17 applies, most notably if the collection was based on the subject’s consent or if it
happened illegitimately. However, data controllers have the right to retain personal data if it was
obtained on different legal bases. These bases include contractual obligations, e.g., in a business-to-
business setting, or instances where personal data is processed in a transformative manner, e.g.,
anonymization [69]. Furthermore, if personal data is used, for instance, to train a recommender
system, it may be technically infeasible to prove afterward whether this data concerned a specific
individual [108]; thus, the system itself would remain unaffected by deletion requests [69].

Transparency. Apart from deletion, users of online services can claim their right of access to
request their personal data from the respective service providers [51, Article 15]. Thus, the data
subject has the right to know what information a data controller stores on them. To effectively
make use of this right, the data subject has to be aware that such processing occurs. To this end,
Article 13 of the GDPR requires data controllers to inform data subjects what data is processed,
how long, by whom, for what purpose, and on which legal basis. Furthermore, this information
must be provided clearly and comprehensively [51, Article 12(1)]. Therefore, excessively technical
or bureaucratic formulations do not comply with the GDPR. Transparency further extends to data
breaches, which leak personal information [51, Article 33]. If a data controller is implicated in
such a breach, they have to disclose it to the responsible legal authority within 72h, while the
concerning individual only has to be informed if the leak poses a high risk to their personal “rights
and freedoms” [51, Article 34].

Data Portability. If the processing of personal information by a data controller is based on
the consent of the data subject, the data subject also has the right to obtain this information
from the controller in a “common and machine-readable format” [51, Article 20]. This freedom
is granted by the so-called “right to data portability”, and it enables data transfer both between
a data controller and data subject, as well as between two or more data controllers [29, 69]. The
requirement to provide the data in a common, machine-readable format thus allows for it to
be processed automatically and managed via digital interfaces, possibly through a third-party
system [29].

Data Protection Officer. Furthermore, the GDPR warrants the appointment of a data protection
officer [51, Articles 36-38] if a business’s main activity involves handling personal data. A data
protection officer has two main functions. First, this officer acts as the central point of contact
for both individuals who have concerns regarding their personal data, as well as the supervisory
authority of the respectively responsible government. Second, the data protection officer is tasked
with supervising the privacy policies of their associated business and must ensure that the data
controller is aware of potential breaches of legal provisions related to privacy.

3.2.3 ePrivacy Regulation. As of 2017, a bill, referred to as ePrivacy Regulation, mostly meant
to update the ePrivacy Directive, is being discussed in the European Council [45]. While the
GDPR introduces legislation on personal data, the ePrivacy Regulation should target all types of
electronic communication to establish privacy and confidentiality. Originally intended to come
into effect alongside the GDPR [22], it features more precise statutes regarding specific services
and tracking technology [47]. Because the GDPR is not designed to specifically address electronic
communication, most restrictions and obligations related to tracking on the web, in particular, are
currently still specified by the ePrivacy Directive [135, 156]. This new regulation will most likely
also require given consent for any interference on electronic communication [47]. However, due to
a disagreement between EU member states, an enactment of the ePrivacy Regulation before 2025 is
unlikely [22]. Even though this new regulation may be as disruptive as the GDPR, we consider it to
be out of scope for this work, mostly because no aspect is fixed yet with reasonable certainty.
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Takeaway. The GDPR establishes precise requirements for data controllers, as well as penalties if
a controller fails to comply with them. These requirements notably include, among others, that data
subjects are informed clearly and comprehensively about the data processing they are subjected to, are
provided the possibility to obtain copies of the processed data, and are given the right to retract their
consent to the processing.

3.3 Tracking Techniques and Privacy Policies

Nowadays, most web services employ some form of tracking [42] with online advertisement, a
multi-billion dollar industry [56], acting as a major driver. The specific techniques of how personal
data is collected and for what reason has significantly changed over the years [124, 129]. Similarly,
the aforementioned changes concerning the legal framework regarding thus collected data have had
a noticeable impact on web service providers and, consequently, the online browsing experience
and the end-users’ privacy. Therefore, in the following, we introduce different types of cookies
(Section 3.3.1), cookie banners (Section 3.3.2), privacy policies (Section 3.3.3), and fingerprinting on
the web (Section 3.3.4).

3.3.1 Different Applications of Cookies. Cookies are key-value pairs that may be used to persist
configuration or identity data and constitute the most prominent form of online profiling, i.e., a way
of identifying a specific end-user [102]. In this context, the question of whether such a profile can
be linked to a natural person is irrelevant [69], as long as it represents a way of uniquely identifying
an individual. Notably, this situation also demonstrates why simply pseudonymizing user data
does not exempt it from regulation under the GDPR, which is an argument some providers bring
up to legitimize their data collection practices [147]. In this subsection, we take a closer look at
these practices and their uses. We are going to differentiate between two different types of cookies:
functional and non-functional cookies. This distinction is based on the numerous different use cases
and the fact that not all cookies constitute personal data. Our defined classes of cookies are loosely
derived from related work (e.g., [31, 119, 149]) to give an intuitive notion of what they are used for
in the context of this paper, rather than to provide a precise technical classification.

Functional Cookies. As HTTP, the protocol to commonly serve web services, is a stateless
protocol, all information required to render a given website must be transmitted on the respec-
tive request [58]. This constraint often leads to the undesired effect of not being able to persist
configurations across multiple requests natively, and constitutes the basis for most cookies. For
example, an international website may set a preference cookie with a key language and values
English or German to persist the information in which language a site should be served. In this
case, the cookie is not considered personal data, since it cannot be used to identify a user. However,
other examples of functional cookies may unambiguously identify individuals, for instance, if they
are used to authenticate a user. For simplicity, we group all these cookies under the term trackers.
To this end, after the user has logged into a web service, the web server sends a long random string
to the browser, which is then returned with every subsequent request to prove that the same user
makes these requests. To identify popular content of their provided service and be able to make
specific recommendations to their users, service providers may want to collect data on their users’
behavior and analyze it. Oftentimes, such an analysis is also enabled through cookies [149] that
are uniquely identifying but of arguably functional nature [86]. An important note concerning
functional tracking cookies is that the data subject must be informed that these cookies are used [51,
Article 13], while explicit consent is not required, provided the data controller can prove that they
are strictly necessary [86].

Non-Functional Cookies. Cookies that do not serve any functional purpose are more controver-
sial. Non-functional trackers are often set by third parties to obtain browsing profiles of users and
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thereby clearly identify a user on a given website. These kinds of cookies may be refused by a user
without impairing the usability of the service in any way [51, Article 21]. Personalized advertisement
is by far the most common use case for third-party trackers [21, 129, 145]. Additionally, third-party
tracking naturally poses a much higher privacy risk to people browsing the web as it potentially
comprises whole browsing sessions [36]. Furthermore, they leak information to third parties by
nature and not just the accessed web service. The technology used to merge information obtained
by multiple trackers from different sites is complex and ever-evolving [42, 150, 154], and most third
parties share data among each other, enabling even more precise tracking on the web [42, 150]. In
fact, this technology can also facilitate the generation of comprehensive browsing profiles without
the need for third-party trackers [18, 19]. These practices can roughly be grouped under the term
cookie syncing [42, 77, 150] and constitute a serious privacy threat for web users [42, 129]. One way
to implement cookie syncing is by simply prompting the browser of the end-user to make a request
to one tracking service with the cookie set by a different tracking service added as an additional
parameter [150]. This way, the two parties can merge their tracking profiles. Unfortunately, the
data on this form of tracking is much scarcer [42, 77].

3.3.2  Prevalence of Cookie Banners. Since the amendment to the ePrivacy Directive in 2009,
websites commonly feature banners or popups to which we refer to as cookie banners. These
banners inform users about the website’s cookie policy and sometimes provide the option to reject
certain cookies [149]. This noticeable change in the web landscape contributed to the situation that
the 2009 amendment is sometimes called “Cookie Directive” [25] or “Cookie Law” [86]. In Figure 2,
we illustrate the three most common types of such cookie banners [31, 74, 119, 149, 150]. Next, we
introduce the three different types with increasing choice for the user in more detail.

Type 1. So-called cookie walls [24] (Type 1) only inform users that cookies are used and enable
them to click accept to express consent. However, we can expect that cookies are being set
regardless, whether the user clicks on the accept button or not [96, 119]. Since the user is not
presented with an equal choice, websites with cookie walls cannot perform their data processing
on the basis of explicit consent.

Type 2. The binary banner (Type 2) offers users the option to broadly reject cookies. The specific
details of which kinds of cookies are prevented this way and which are still being set may, for
example, be formulated in the privacy policy. According to Article 7 of the GDPR [51], consent can
only be provided in a comprehensible manner so that the data subject knows what they consented
to. Based on the research we inspected, after selecting reject, usually some cookies are still being
stored [31, 74, 119] and accept allows all possible cookies [74]. Thus, it needs to be obvious for the
user which cookies are necessary and cannot be rejected and which constitute trackers that are
only set upon consent.

Type 3. We refer to multiple-choice (MC) banners as Type 3. They provide the user with more
granular control of which kind of cookies they can reject. MC banners can provide different levels
of granularity, ranging from a couple of broad categories (cf. Figure 2) to listing every tracking
party individually [31]. However, tracking cookies are frequently set before the consent notice is
displayed [96, 119], and instead of providing an opt-out mechanism of the personal data collection,
the personalized content may be simply omitted [118]. Consequentially, the user either consents
and violates their privacy or cannot fully use the service. The categorization of cookies in multiple-
choice banners also varies and can be misleading, for example, by labeling cookies related to
analytics used to personalize ads as necessary [31]. Thus, users cannot be certain that they are not
being tracked even when selecting the most conservative cookie preferences.

Additionally, cookie banners might be realized in a blocking manner, i.e., the user has to interact
with it before the website can be fully accessed [128]. The level of obstruction can vary from site to
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We Value Your Privacy! But you have to accept all cookies if you want to use this website! Type 1
Informational Only

Read our Privacy Polic Accept

Type 2

Misleading / Unclear

We Value Your Privacy! But we also use cookies, some of which you may reject!

T Reject Accept

We Value Your Privacy! You may choose which cookies you're okay with and which not!  Type 3

[Necessary DPreferences DAdvertisement j Confirm

Explicit Consent

Fig. 2. lllustration of the three most common types of cookie banners ordered by an increasing amount of
control provided to the user.

site. Such banners are more difficult for users to overlook and ignore [149], and thus urge users
to either explicitly consent to or reject tracking. Another common observation is that broadly
accepting all cookies is less complicated than broadly rejecting cookies through such consent
notices [128, 149], which contradicts the GDPR’s notion of equal choice [105, 128].

3.3.3  Evolution of Privacy Policies. As web services are mandated to disclose what kind of data is
collected and to specify why this collection is performed in a clear and comprehensible manner,
they usually offer privacy policies detailing this information. Large companies that host a multitude
of web services, e.g., Google, commonly share the same privacy policy, and if third-party trackers
are used, sites may link to the privacy policies of the respective service [31, 94]. Such policies are
used to provide users with an overview of how services handle personal data (cf. Figure 3a). The
volume, readability, and accessibility of privacy policies vary from service to service, but Jensen
and Potts [80] found in 2004 that only one in about 400 browsing sessions even includes a visit
to a privacy policy webpage, and Stabauer [132] found less than one in 600 users reading privacy
policies in 2018. Furthermore, McDonald and Cranor [99] calculated in 2008 that the average user
would spend approximately 200 h/yr. reading privacy policies if they had to read each one they
accepted. This situation is reminiscent of terms of service agreements, which theoretically also
require users to invest hours of reading before being able to use a service [92].

Different approaches for machine-readable privacy policies have been proposed over the years
to mitigate this situation. Platform for Privacy Preferences Project (P3P) is the most notable and was
developed by the World Wide Web Consortium (W3C) in the late 1990s and officially endorsed in
2002. However, it failed to gain wide adoption by service providers and web browsers [99]. The
most central points of criticism are the voluntary nature and high complexity of the system [41].
A number of other proposed approaches, such as the Do Not Track header [39] and the Enterprise
Privacy Authorization Language [9], exist. Today, none of them is widely used, mainly due to low
adoption rates by web service providers [160]. Instead, several different browser extensions, such
as Privee [160] and PrivacyGuide [138, 139], have been proposed and implemented to help users
by providing short summaries of privacy policies. These extensions face two great challenges
depending on their implementation. Either they rely on a user-maintained database of web services
and their respective privacy policies, which demands volunteers to invest manual labor and thus do
not scale well [139], or the information extraction is automated, thus having to deal with natural
language processing which can result in error-prone summaries [160].

ACM Trans. Web, Vol. 15, No. 4, Article 20. Publication date: June 2021.



Measuring the Impact of the GDPR 20:11

Privacy Policy i%’ @ Website |,
C,

Person Responsible for Processing ’{'S‘ﬁ
oA .

Data Protection Officer

—
; R -

o f(\ Fingerprint has .!.

What personal information do we collect? ’\Q\ H

_< D 9 Unique
Features
defines : E :

(a) An illustration of a typical, GDPR-compliant pri- (b) A representation of how device fingerprinting en-
vacy policy. Information regarding the type of per- ables the tracking of users on the web. The specific
sonal data that is processed, for which reason the pro- fingerprint may vary across different websites, since
cessing takes place, and contact information of the it can include different features unique to a particular
data protection officer are mandated by the GDPR.  device, which are requested by the website.

How we use your personal information?

Fig. 3. Perhaps less apparent to the average user than measures, such as cookie banners, privacy policies and
device fingerprinting are significantly linked to the GDPR as well. While privacy policies tend to increase
the transparency for users of online services, fingerprinting provides a mean of tracking them without their
knowledge. Thus, from a privacy perspective, understanding how such techniques work is beneficial for users.

3.3.4 Fingerprinting Techniques. Apart from all previously mentioned tracking techniques, the
information about the configuration of the used web browser also contains enough information
to uniquely identify users [37]. Boda et al. [12] showed that the “[...] font set, the time zones, and
the screen resolution [...]” combined with a part of the IP address consistently identify browsing
devices. This technique of tracking users without their knowledge is called fingerprinting, and due
to its non-transparency, protecting against it is very difficult [90]. Laperdrix et al. [90] performed a
comprehensive study of browser fingerprinting technology in 2020 and showed that even assessing
the prevalence of fingerprinting is very challenging, with studies obtaining results from below
1% [2] up to 68 % [3]. We provide a visual representation of this tracking technique in Figure 3b to
give an intuitive understanding of how it works.

The browser-specific information which can be exploited to enable fingerprinting is partially
required to guarantee that a service functions correctly, such as the user-agent header or the
resolution of the device screen [90]. However, fingerprinting generally also requires an active
collection of browser information, which is most commonly achieved by embedding JavaScript
code into the website [3]. These scripts are frequently inserted by third parties [3], and the service
provider itself may not even be aware of this practice [42]. Due to the nature of data that is used to
enable fingerprinting, users may experience limitations regarding their browsing experience, if
they wish to protect against it, e.g., by deactivating JavaScript [15] or fixing the browser window to
a constant size instead of using full-screen mode. The Tor Browser, which enables higher privacy
standards than other commonly used web browsers [159], used to not run in full screen by default
and even specifically warned its users about leaking their screen resolution by activating full-screen
mode. Firefox, one of the three most popular web browsers worldwide [133], can be configured
to not send certain identifying settings as well [159], which can cause compatibility issues with
websites [136]. Depending on the method used to generate fingerprints, determining whether
fingerprinting is performed and how to protect against it accordingly is more or less challenging.

Further methods of tracking, for example, application cookies [124], exist and are actively used
by web service providers [36]. However, these approaches are beyond the scope of this paper.
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Takeaway. Cookies and browser fingerprinting are two of the most common tracking techniques
employed by advertisement services and constitute a severe privacy risk. However, discovering whether
such tracking occurs on a given website is not always easy. If it does, different types of cookie banners
may provide users with some control. Exhaustive descriptions of data processing carried out by a web
service are usually provided through privacy policies, but rarely read by users.

4 POST GDPR LANDSCAPE

Based on the aforementioned GDPR-induced requirements and restrictions related to data pro-
cessing (cf. Section 3.2) and tracking techniques (cf. Section 3.3), we analyzed multiple studies
to quantify the impact the GDPR has had on the handling of personal data within the World
Wide Web (31, 60, 93, 94, 119, 148, 149]. To this end, we first highlight the challenges of collecting
quantitative information (Section 4.1). We then group these studies by the quantitative measures
they obtained and evaluate what kinds of changes they outline (Section 4.2), before focusing on the
implementational challenges related to web services stemming from these changes (Section 4.3).
Finally, we compare the obtained data to the legal requirements of the GDPR in an effort to ascertain
how much it affected individuals’ privacy, as well as web service providers (Section 4.4).

4.1 Challenges in Data Collection

To effectively measure the impact the GDPR has had on web services, we require objective metrics
that allow us to rate any observed changes. Here, the heterogeneity of modern websites constitutes
a major challenge that large-scale studies have to overcome. Two of the most commonly evaluated
features of websites by research are privacy policies and cookie banners (cf. Table 1). Unfortunately,
these aspects both present their own challenges in terms of data collection.

Privacy Policies. Privacy policies are especially problematic regarding automated analysis due
to their high average complexity and ambiguous formulations [94, 139, 157]. Such formulations
may be intentionally ambiguous, both in the case of policies of website providers as well as in legal
documents, which lead to different interpretations even among scholars in the field [29]. Despite
advances in natural language processing (NLP), the quality of such algorithms is very dependent on
a large training corpus to effectively identify all policies when parsing webpages. For this reason,
most researchers limit their analysis to English webpages [31, 94, 139, 157]. This restriction should
be noted as it could potentially introduce a bias to the collected data, and thus its evaluation as the
European Union consists of a multitude of different languages and jurisdictions.

However, before any analysis can be conducted, the first challenge is to implement a robust algo-
rithm to automatically retrieve privacy policies from a website. Exclusively relying on anchor texts
that contain the phrases privacy or policy is not always successful in practice [31, 160]. Web service
providers may deliberately introduce other issues, for example, if infinite scrolling, i.e., dynamically
adding new content below the visible area, is used to make links basically inaccessible [31]. These
obstacles introduce a need for manual validation of the collected data [31, 42].

Trackers and Cookie Banners. Similarly, an automated approach of assessing the amount
of control provided by cookie banners is almost impossible in practice, due to their differing
designs [31, 119]. Thus, the analysis of cookie banners usually introduces a significant amount
of manual labeling effort [31, 150], limiting the scope [149]. Although we found no evidence
that measuring the number of trackers causes any considerable challenges, determining whether
cookies are used for tracking is far from trivial [119]. Since cookies only consist of a key and a
value that do not have to indicate their function, determining what they are used for is much more
complicated [119, 129]. As a result, research may assume the worst case, thus gathering insight
into the extent of tracking that is possible, rather than obtaining solid evidence of the prevalence
of tracking. Especially, first-party tracking frequently serves a primarily functional purpose (cf.
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Section 3.3.1), which is basically indistinguishable from tracking for other purposes [86, 90, 119].
Although tracing outgoing requests can lead to identifications whether a first party forwards user
information to third parties, which also enables an analysis of cookie syncing [42, 77, 150], not all
works we studied include such an analysis [25, 31, 74, 119].

Fingerprinting Techniques. Compared to the aforementioned privacy policies and cookie
banners, which are usually even noticeable to uneducated users, fingerprinting generally happens
unnoticed by users [90]. In a recent survey, Laperdrix et al. [90] analyzed a large corpus of scientific
research regarding fingerprinting published over the last decade. They discovered that determining
the prevalence of fingerprinting heavily depends on the interpretation of obtained information.
For example, requesting the user agent and a list of installed fonts can be signs that a website
is performing fingerprinting, but are also common practices to optimize a website for a specific
device [90]. They also highlight that a lot of research regarding online fingerprinting is concerned
with device-specific data that could be used to identify individuals in theory, but it is unclear to
what extent such techniques are used in practice. A common approach to remedy this circumstance
is to compare the obtained results and involved parties to a list of known tracking providers [31, 42,
145, 150]. Depending on the frequency with which these lists are updated, they may be incomplete
and thus provide a lower bound for tracking analysis. For these reasons, browser fingerprinting
constitutes one of the more difficult tracking techniques to measure.

Takeaway. Today’s responsive web design and inconsistent wording of privacy policies complicate
automated measurements. Nevertheless, privacy policies and cookie banners are among the most
studied aspects that directly concern the GDPR. When compared to studies of fingerprinting techniques,
they also provide more consistent results across all research.

4.2 Empirical Data

Despite the previously mentioned challenges concerning the data collection, a number of studies
have collected and analyzed data around the time period the GDPR came into effect, showing
which aspects of websites have changed the most and which parties were the most affected. The
research we investigated puts special emphasis on the prevalence of third-party trackers [25,
42,74, 81, 93, 119, 129] (Section 4.2.1), privacy policies [31, 79, 94, 119, 157] (Section 4.2.2), and
cookie banners [31, 74, 105, 119, 128] (Section 4.2.3). We augment these technical aspects with
a dedicated analysis of work concerning user behavior [88, 103, 149, 151] (Section 4.2.4) and
security [17, 34, 60, 114] (Section 4.2.5).

In the following, we present what we consider to be the most meaningful findings in the respective
work and point out similarities as well as differences between them. We provide a tabular overview
of the respective measurements and results in Appendix B. One important aspect which is consistent
within the featured research is given by differing results depending on both the country from
which the website originates and the category of included content [31, 119, 129, 150]. Furthermore,
the featured scientific works agree that countries and categories that performed worse prior to
the GDPR were more affected by it than those that already provided good privacy protection
beforehand, thus aligning privacy standards across the EU [31].

4.2.1 Third-Party Trackers. Even after the GDPR came into effect, as many as 92 % of websites
may set uniquely identifying cookies as soon as the page is loaded [119]. At this point, a user has
not yet been provided with any kind of cookie banner, privacy policy, or given the opportunity to
express consent. A total of 80 % of these cookies also remain on the user’s device for at least one
year [119]. When comparing European to US websites, Dabrowski et al. [25] noticed in 2018 that
out of the Top 500 websites (according to Alexa [5]), twice as many sites set persistent cookies for
US (ca. 90 %) visitors as for users from the EU (ca. 45 %).
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Websites focused on news content are especially interesting in the post-GDPR landscape as their
financial model depends on third-party advertisement in large parts [42, 128]. Libert et al. [93]
compared the number of cookies on news pages before and after the GDPR without the user’s
consent to tracking. Most third-party trackers on these sites originate from Google and Facebook,
with a relative presence of 97 % and 96 %, respectively. These numbers dropped to 75 % and 70 %
after the GDPR’s enactment. Libert et al. [93] observed an average 22 % decrease of cookies with
significant differences between countries, ranging from a 6 % decrease for German news sites to
45 % for sites from the UK. These findings match results obtained by Hu and Sastry [74], who
observed a reduction of third-party cookies of around 18 % for the Top 100 websites that allow
users to configure their consent, and Serensen et al. [131], who report a decrease of up to 25 %.
Urban et al. [148] additionally found that the amount of data sharing between parties decreased by
40 % after the enactment of the GDPR.

However, both Hu and Sastry [74] and Serensen and Kosta [129] concluded that it is arguable
whether the GDPR is the cause of the observed decrease in tracking. Although they found a
significant decline of third-party traffic on webpages in the EU right after the GDPR was enacted,
their collected data showed high fluctuation throughout and an upward trend since August 2018.
They explicitly point out that the observed effects could also be the result of a change in tracking
and advertisement technology and Urban et al. [148] tend to agree with this assessment. Especially
when considering the browsing behavior of real users, the users’ exposure to third-party cookies
remains nearly unchanged [74]. The trend of Serensen and Kosta’s data also showed that by the end
of 2018, third-party presence is almost back at the level it was before the GDPR was enacted [129].
This observation matches the results obtained by Johnson and Shriver [81], who state that the “[...]
GDPR effect erodes over time”. Furthermore, they, as well as others [21, 66, 148], highlight that the
GDPR impacted smaller advertisement companies considerably more than large brands, such as
Google and Facebook, leading to a higher market concentration for these companies, which, in
turn, may increase the privacy threat, rather than decrease it.

4.2.2  Privacy Policies. When taking a look at privacy policies, Degeling et al. [31] observed that
85 % of websites updated their privacy policy before the GDPR took effect in May 2018, with the
general trend being an increase in volume while showing a slight decrease in complexity [31, 94].
In particular, they report an increase of about 40 % from 2145 words in March 2016 to 3603 words
in May 2018, for the average privacy policy within their dataset containing the Top 500 websites of
all 28 EU member states, according to Alexa [5]. This finding is in line with the work by Linden
et al. [94]. McDonald and Cranor [99] found the average privacy policy to be roughly 2500 words
in 2008, which indicates that the volume of privacy policies decreased between 2008 and 2016.
However, their dataset consisted of “[...] the 75 most popular websites based on [...] AOL search
data” which could also account for the differing results.

Readability and availability are two common issues with privacy policies that Jensen and
Potts [80] already identified as such in 2004. Even today, after the GDPR, they still remain problem-
atic [31, 157], although the overall average complexity of privacy policies has measurably declined
since then [119]. Linden et al. [94] concluded based on a user study that privacy policies overall
improved in terms of readability. We combine Linden et al’s [94] and Degeling et al’s [31] findings
and illustrate the corresponding changes in Figure 4a.

Results obtained by Wilson et al. [157] in a study from 2018 show that a regular, not specifically
educated person from the US is able to identify whether a service engages in a given data-related
practice based on its privacy policy with about 90 % accuracy. However, they also report that
privacy policies from US websites, in the majority of cases, do not provide information about data
collection and especially data sharing with sufficient clarity. Contrarily, Linden et al. [94] noticed
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that policies from EU websites more specifically address the aspects of privacy that are relevant for
the GDPR. Especially the amount of information regarding how long data is stored, by whom, and
for what purpose increased. The results obtained by Fawaz et al. [55] support the notion that these
changes can be attributed to the GDPR’s enactment. At the same time, Bufalieri et al. [17] identify
information on how users can obtain access to their personal data as a major blind spot among
popular websites, with one out of five privacy policies featuring no information in this regard.
Linden et al’s [94] results also show that changes regarding the policies’ semantic complexity
are very small to statistically insignificant, maintaining a relatively high level of complexity for
privacy policies from EU websites [119, 146]. Thus, the observed improvements in readability are
overall not significant enough to conclude that privacy policies are understandable by the general
public [119] and Linden et al. [94] pointed out compliance issues under the GDPR with 58 % of
privacy policies of popular websites within the EU.

4.2.3 Cookie Banners. Degeling et al. [31] also investigated cookie banners and report an average
increase from about 50 % to roughly 70 % on a dataset featuring over 9000 websites. This change
is a significantly steeper increase of cookie consent notices than the 29 % increase measured by
Miyazaki in 2008 [102], which can, for the most part, probably be traced back to the enactment of
the ePrivacy Directive in 2002. Although EU sites offer a higher level of transparency regarding
cookies [119] based on the prevalence of cookie consent notices, US sites were also affected by the
GDPR [31]. Taking a look at the individual countries, the differences between the EU states are
significant: with cookie banners on Slovakian websites only increasing by 14.6 % to as much as 70 %
for websites with Irish top-level domains. Degeling et al. [31] also found that the vast majority of
cookie banners (up to 90 %) are only informational (Type 1). However, this kind of cookie banner
is often not conforming with the GDPR even if not interacting with it causes no cookies to be
set, since the user is not presented with an equal choice to reject tracking [119]. Bornschein et
al. [16] found 45 % of websites provide their users the opportunity to opt out of cookies, whereas
Sanchez-Rola et al. [119] specify the number of websites with Type 2 and 3 cookie banners to be
around 16 % in the EU and 12 % in the US. In this case, the difference may be due to the used dataset
as Bornschein et al. [16] rely on a more limited and specific collection of websites, all within the
scope of online commerce, and conduct their analysis three months later than Sanchez-Rola et
al. [119]. Sanchez-Rola et al. [119] specifically investigated the effectiveness of cookie banners and
found that they completely stop tracking in only 3 % of cases, which might also account for that
discrepancy. They discovered a clear correlation between a reduction in tracking and the type of
content the website hosts. On the one hand, websites serving pornographic content perform among
the worst when it comes to respecting users’ rejection of trackers, next to sites advertising or selling
weapons, and religious content. Government websites, on the other hand, perform the best. The
popularity of a website also factors into the amount of control. Hu and Sastry [74] identified the
percentage of Type 3 cookie banners among the Top 20 most visited sites to be as high as 70 %. They
further point out that a correlation between the amount of control websites offer and the maximum
amount of cookies set might exist, with more control also implying more potential trackers. Thus,
the most popular websites that are especially attractive to advertisers and feature more third-party
content provide their users with a higher than average amount of control which cookies they allow.
A study by Hils et al. [73] confirms these results, finding that adoption of multiple-choice cookie
banners is most prevalent in the Top 10 000 of most popular websites. One possible explanation for
this is that through the increased control, service providers hope to also increase their users’ trust
in their privacy protection measures [16, 80, 102].

Since the introduction of the GDPR, the prevalence of cookie banners provided by so-called
Consent Management Platforms (CMPs) has sharply increased [73]. CMPs are essentially code
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libraries that can be integrated into an existing website to process and manage user data which may
be done for a variety of purposes [73]. As the name suggests, an important feature of CMPs is their
management of user consent which is achieved through various types of cookie banners [73, 96, 105].
Among the Top 10 000 most popular websites, the adoption of CMP banners has risen from less than
1% at in 2018 to almost 10 % at the end of 2020 [73]. The general consensus on studies investigating
cookie banners in detail is that, whether provided by CMPs or not, they are not fully compliant
with the requirements set by the GDPR in the majority of cases [96, 100, 105, 128, 149]. The two
most pervasive problems are pre-ticked checkboxes [96, 105] and nudging users to accept all
cookies [128] by either making the opt-out settings less accessible than opting in or requiring
an additional confirmation for opting out but not to opt-in. Pre-ticked checkboxes are especially
contentious, since this practice was specifically outlawed by a recent court ruling on the basis of
the ePrivacy Directive [23, 156].

4.2.4  User Behavior. A user study conducted by Utz et al. [149] had users randomly interact with
different types of cookie banners and captured the responses in a survey. We detail the reasons
users gave for interacting or ignoring the cookie banner in Figure 4b. The general conclusion we
can draw from this survey is that users overall do not agree with cookies, but are often unsatisfied
with consent notices or insecure about the effect they have. As a result, they commonly just ignore
cookie banners (around 70 % of the time) if possible [149].

For example, on the one hand, 29.7 % of participants thought that the content of the website could
not be accessed, unless they accepted cookies for this website. On the other hand, 12.8 % answered
that they do not think the cookie banner prevents data from being collected. The same percentage
also stated that they did not think any cookies would be stored on their browser if they decline,
but only 11.7 % answered that they believe no personal data is collected. Most participants stated
that their interactions with cookie banners are “privacy-focused”, meaning that they always prefer
the “least invasive option” [149]. Based on another study from 2019, Urban et al. [146] reported
that online users have an incomplete understanding of both tracking and their own privacy rights,
such as the right of access. A comparable study performed by Kulyk et al. [88], before the GDPR’s
enactment, describes similar user behavior: Users are mostly annoyed by cookie banners, but at the
same time, they feel like their privacy is threatened by cookies, especially if they are informed that
the collected data is used for advertisement. Varkonyi et al. [151] found in a survey six months
after enactment of the GDPR that less than half (47.3 %) of a multinational group of 110 university
students, mostly enrolled in either law or computer science, knew what the GDPR was. In a different
survey carried out by Mohallick et al. [103] three months before the GDPR went into force, 200
researchers were asked about their attitude towards privacy and the role of data controllers. The
main concern based on the results was that data controllers might share personal data with third
parties (66 %), which is, in fact, a common practice (cf. Section 4.2.1). However, participants also
stated that they would be more trustful if data controllers asked permission before processing (77 %)
or provided the opportunity to edit and delete data (66 %).

By comparing the prevalence of ad-blockers given by Pujol et al. [110] from 2015 and Utz et
al. [149] from 2019, we can make a rough estimate regarding the adoption rate of software blocking
trackers around the time the GDPR came into effect. In 2015, the ad-blocker usage amounted to an
average of 19.7 % among Europeans [110], which is only marginally less than the 20 % measured
by Utz et al. [149] for Europeans in 2019. Pujol et al. [110] point out the difficulties in obtaining
reliable data concerning ad-blocker usage, and thus the lack of a significant change in tracker
blocking software may be due to measuring errors or limited datasets. However, Utz et al. [149]
state that the prevalence of ad-blockers they observed is consistent with numbers from 2017, and
thus, ad-blocker usage was likely not significantly impacted by the GDPR in either direction.
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Fig. 4. Composition of different metrics affected by the GDPR. Privacy policies have become significantly
longer, and cookie banners more common, but user studies show that many of them are critical of the changes
and are generally not satisfied with the current situation.

4.2.5 Security. Our corpus also includes a small number of studies related to security. A small
scale-study of 33 online academic repositories by Formanek et al. [60] found only half the amount of
sites using HTTP instead of HTTPS in 2018 compared to 2016 and that the cryptographic strength
of the used encryption almost doubled. The rest found either no significant change in security [114]
or additional security challenges due to the GDPR’s right of access [17, 34]. The main issues in this
regard are that personal data is transmitted in an insecure manner in 30 % of cases [17], and Di
Martino et al. [34] were able to obtain full access to personal data records by impersonating the
data subject in 15 out of 55 cases (27.27 %). The insecure ways of transmitting personal information
observed by Bufalieri et al. [17] were either data being sent as unencrypted email attachments or
the decryption key getting sent to the same email address.

To summarize our analyzed literature, in Table 1, we provide an exhaustive list of studies
collecting measurements relating to the GDPR that we analyzed in the course of this work. In some
instances where no clear date was given when the collection took place, we instead list the earliest
date of publication of the respective work we could find.

Takeaway. The reported data shows that since the GDPR has been enacted, the amount of third-
party tracking has declined, and transparency and control on the side of the users have improved overall.
The prevalence of cookie banners and privacy policies and their volume has significantly increased
across all datasets leading to more consistent privacy levels on EU websites. However, the relatively low
ratio of multiple-choice cookie banners and relative high complexity of privacy policies remains an
issue as users, in general, prefer low-effort privacy-preserving choices. Additionally, pinpointing the
reason for observable changes in third-party tracking is challenging as trends show that the amount of
trackers is close to pre-GDPR levels after a temporary decline.

4.3 Implementational Challenges

Ensuring complete compliance with the GDPR poses a considerable implementational challenge in
many cases [31, 146], at least if we assume that services cannot limit their existing data collection
practices. As such changes might negatively impact the user experience or the web services’
revenue [16], the web service providers instead had to implement far-reaching changes to their
services in light of the GDPR. Here, the main problem is that a lot of data collection happening
on websites, potentially violating user privacy, is automatically conducted by third parties [78, 96,
107, 112, 119, 153]. The issue with third parties in this context comes from the fact that even if
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Author (Year) Type of Measurement Period of Measurement

7777777777777777777777777777777 Data Protection Directive (1995) --------------------mmmommmoo-

77777777777777777777777777777777777 ePrivacy Directive (2002) ------------------ommomooo -

Miyazaki (2008) [102] Cookie usage & cookie banners  Jun. 2000 & Feb. 2007

Jensen and Potts (2004) [80] Privacy policies Jul. 2001 & Sep. 2003

McDonald and Cranor (2008) [99] Length of privacy policies 2008
7777777777777777777777777777777777 Cookie Amendment (2009) -------------mmmmmmmo

Acar et al. (2013) [2] Browser fingerprinting Nov. 2013

Wilson et al. (2018) [157] Privacy policies Dec. 2013 & Jan. 2014

Rao et al. (2016) [113] User study on privacy policies Feb. 2015

FaizKhademi et al. (2015) [54] Browser fingerprinting Jun. 2015

Pujol et al. (2015) [110] Ad traffic & ad blocker usage Oct. 2015
77777777777777777777777777 General Data Protection Regulation (2016) --------------------------

Englehardt and Narayanan (2016) [42] Tracker usage Jul. 2016

Cabanas et al. (2018) [20] Ad-personalization on Facebook  Oct. 2016 — Oct. 2017

Serensen and Van den Bulck (2020) [130]  Third-party content Dec. 2016 & Apr. — Aug. 2017

Rao and Pfeffer (2019) [112] Tracker flow Apr. - May 2017

Mohallick et al. (2018) [103] User study on privacy May 2017 - Feb. 2018

Table 1. Overview of related work with quantitative measurements. We sorted the work according to the

measurement period and also include the type of data that the authors analyzed. For temporal context, we

also include the EU privacy legislation. Please note that we do not group the work w.r.t. this legislation.
Table continues on the next page.
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Fig. 5. The dataflow of a website using a third-party analytics library shows that personal data is also
persisted by this external service provider that is not under the control of the website operator. Thus, the first
party operating the web service has no direct access to it.

third-party trackers are only set after a user has given consent, the GDPR requires that consent
can be withdrawn, and thus, the obtained data has to be deleted. Since the data is not stored by
the party running the website, they have no direct access to it and can only report it to trigger a
deletion. However, for this functionality, the third-party must provide an appropriate interface. In
Figure 5, we illustrate how third-party code libraries can lead to a loss of control over personal
data for both users and website operators. Such libraries provide diverse functionality, such as data
collection (as shown in Figure 5), authentication, social media integration, and other features, but
the primary purpose of third-party content remains advertising [129, 130].

The probability that a given site takes part in third-party tracking and how many third parties
are present on a website heavily depends on the type of content hosted on the site [129]. Thus,
different researchers have obtained various results regarding the prevalence of third-party tracking
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Author (Year)

Type of Measurement

Period of Measurement

Trevisan et al. (2019) [145]
Dabrowski et al. (2019) [25]
Linden et al. (2020) [94]
Degeling et al. (2019) [31]
Formanek et al. (2019) [60]
Goldberg et al. (2019) [66]
Stabauer (2019) [132]

Sakamoto and Matsunaga (2019) [118]

Fawaz et al. (2019) [55]
Tordanou et al. (2018) [77]
Raponi and Di Pietro (2020) [114]
Vallina et al. (2019) [150]

Hu and Sastry (2019) [74]
Serensen and Kosta (2019) [129]
Serensen et al. (2020) [131]
Hils et al. (2020) [73]
Cligz-GmbH (2018) [21]

Libert et al. (2018) [93]

Kulyk et al. (2018) [88]
Johnson and Shriver (2019) [81]
Vlajic et al. (2018) [153]

Urban et al. (2020) [148]

Urban et al. (2019) [147]
Sanchez-Rola et al. (2019) [119]
Al-Fannah et al. (2018) [3]
Latham and Goltz (2019) [91]
Boniface et al. (2019) [13]
Schmidt et al. (2020) [123]

Di Martino et al. (2019) [34]
Bornschein et al. (2020) [16]
Varkonyi et al. (2019) [151]

Utz et al. (2019) [149]

Jakobi et al. (2020) [78]

Urban et al. (2019) [146]
Bufalieri et al. (2020) [17]
Mohan et al. (2019) [104]
Nouwens et al. (2020) [105]
Matte et al. (2020) [96]
Borgolte and Feamster (2020) [15]
Soe et al. (2020) [128]

Weinshel et al. (2019) [154]
Javed et al. (2020) [79]
Mehrnezhad (2020) [100]

GDPR enforced (applicable) (May 2018)

Cookie usage & cookie banners
Tracker usage

Privacy policies

Privacy policies & cookie banners
HTTPS adoption and security
Website revenues

User study on cookie banners
Tracker opt-out behavior
Privacy policies

Tracker usage and flow
Password security

Third-party content

Tracker usage & cookie banners
Third-party content
Third-party content

Cookie banners

Tracker usage

Third-party content

User study on cookie banners
Third-party content
Third-party content

Data sharing

Right of access responses
Privacy policies & cookie banners
Browser fingerprinting

User study on privacy and Al
Right of access authentication
User study on cookie banners
Right of access security

Cookie usage & cookie banners
Survey on GDPR

User study on cookie banners
Tracker usage

Right of access & user perception
Right of access security
Privacy policy compliance
Cookie banners

Cookie banners

Tracker usage

Cookie banners

User study on tracking

Privacy policies

Cookie banners

Jan. 2015 — Nov. 2018
2016 & 2018

Jan. 2016 — May 2019
Mar. 2016 - May 2018
Jun. 2016 & Jun. 2017 & Jun. 2018
Jan. - Sep. 2017 & Jan. - Sep. 2018
Jan. 2017 — Nov. 2018
Jul. 2017 & Jun. 2018
Jul. 2017 & Jan. 2019
Sep. 2017 - Jan. 2018
Dec. 2017 & Dec. 2018
2018

Jan. 2018 - Jan. 2019
Feb. - Sep. 2018

Feb. 2018 & Oct. 2019
Mar. 2018 — Sep. 2020
Apr. - Jul. 2018

Apr. - Jul. 2018

Apr. 2018

May - Dec. 2018

May - Jun. 2018

May 2018 — Mar. 2019
Jun. & Sep. 2018

Jul. 2018

Aug. 2018

Oct. 2018

Oct. 2018

Oct. & Nov. 2018

Oct. 2018 — Mar. 2019
Nov. 2018

Nov. 2018

Nov. 2018 - Mar. 2019
Feb. 2019

Feb. 2019

May 2019

Jun. 2019

Sep. 2019

Sep. 2019

Sep. & Oct. 2019

Jul. 2019 & Apr. 2020
Nov. 2019

Mar. - Jul. 2020

April 2020

Table 1. Overview of related work with quantitative measurements. We sorted the work according to the
measurement period and also include the type of data that the authors analyzed. For temporal context, we
also include the EU privacy legislation. Please note that we do not group the work w.r.t. this legislation. On
the one hand, we can observe a heavy focus on third-party content, (tracking) cookie usage, and other forms
of tracking around the enactment date of the GDPR. Privacy policies and cookies banners, on the other
hand, can be studied over longer periods of time using tools such as the WaybackMachine [140]. However,
relevant research datasets regarding cookies, privacy notices, and even fingerprinting techniques also date
back multiple years prior to the GDPR.
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ranging from around 70 % [81, 150] up to around 80 % [119]. The average amount of unique third
parties for a given website is by far the highest for news websites, with approximately 30 parties per
site on average [129], whereas the overall average is somewhere between 12 [81] and 20 [74, 129].
The datasets analyzed in these cases were all obtained by collecting the Top 500 [74, 129] up to
Top 2000 [81] European websites, according to Alexa [5]. Thus, website hosts of popular online
services are clearly struggling with becoming independent of third parties. Nevertheless, a positive
example of how compliance with the GDPR can be achieved is given by the Google Analytics library,
which includes the function to delete trackers set by it on Google’s side [67]. While CMPs often
provide the necessary means to opt out of third-party tracking [31, 96], their adoption rate is rather
low, with about 3 % [119] to 6 % [96] of websites implementing them. Furthermore, CMPs seem
to be regularly configured incorrectly, or only parts of the provided functionality is utilized [96].
Since the website developers create the classification of “strictly necessary” cookies, improperly
categorized cookies remain an issue concerning GDPR-compliant cookie policies [31]. Although
our research does not allow for a conclusive statement, the authors of various works conjecture
that the reason may be a fear of negative effects on the revenue mixed with weak enforcement
of the GDPR [16, 105, 119]. Multiple authors [16, 128, 149] point out fundamental discrepancies
between the current business model of online services and the amount of control over personal
data required by the GDPR. Utz et al. [149] conclude, based on a study, that GDPR-conform notices
would result in user acceptance rates of less than 0.1 %. Thus, the biggest challenge may be more
economical in nature than technical.

Besides limiting tracking, online services are also burdened with having to process additional
user requests on the basis of the GDPR [146]. These requests include users asking for copies of
their personal data stored by data controllers, demanding rectification or deletion of such data, and
other inquiries to be handled by a data protection officer. Di Martino et al. [34] and Boniface et
al. [13] demonstrated that many data controllers request additional information, such as names,
phone numbers, home addresses, or copies of ID cards, before making stored data available, which
leads to a leakage of personal data. On the one hand, this situation was most likely not intended
when enacting the GDPR, but on the other hand, research suggests that more involvement by data
protection authorities could improve this deficiency [13, 146]. Furthermore, although around a /3 to
/2 of the large online service providers implement at least partially automated systems to respond
to users’ privacy concerns [34, 147], every data controller is still required to maintain a human
point of contact in the form of a data protection officer. Since the respective requests (including
the right to data portability) have to be answered within a timespan of 30 days, the workload of
data controllers increased due to requirements introduced by the GDPR [33]. However, the amount
of data subject requests fell short of the expectations of 42 % of data controllers interviewed in a
study by Urban et al. [146].

Takeaway. A major challenge in achieving GDPR-compliant data policies results from web services’
dependence on third-party trackers, which is oftentimes economic in nature. However, technical hurdles,
such as implementing efficient systems to respond to users requesting to acquire copies of or to delete
personal data, introduce an overhead as well.

4.4 Comparison against GDPR Requirements

Considering the observations, which we presented in Section 4.2, and the legal information that
we discussed in Section 3.2, we can conclude that the majority of web services have not applied
enough changes to their personal data policies to be fully compliant with the GDPR. Although most
websites updated their privacy policy notices, thus increasing transparency, and the use of cookie
banners has increased significantly, the necessary control over personal data is rarely provided
to users. This situation may be due to disagreements between service providers and consumer
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protection authorities concerning the interpretation of the GDPR, exemplified by recent rulings by
European authorities.

The Dutch Data Protection Authority released a statement regarding cookie walls (Type 1, cf.
Section 3.3.2) after receiving complaints by web users [10], which clearly states that based on the
GDPR, this type of cookie consent notices does not protect the usage of trackers. Furthermore,
the German Federal Court of Justice ruled that pre-ticked checkboxes do not comply with the
ePrivacy Directive, which was prompted by a challenge by The German Federation of Consumer
Organizations [23]. Based on the sources we analyzed [29, 38, 69, 135, 156], we believe that current
and future court cases will clearly shape the boundaries for service providers set by the GDPR in
the coming years.

As a matter of fact, the amount of legal actions against website providers based on violations
of personal data protection laws has increased [120]. For example, Google is currently facing
a fine of 50 million € due to a lack of transparency and prior consent regarding personalized
advertisement [117]. A German online food delivery portal had to pay a fine of close to 200 000 €
due to illegitimate storage of personal data and advertisement practices [26]. The UK’s Information
Commissioner’s Office (ICO) filed a complaint against The Washington Post based on the personal
data policy of their online newspaper outlet, which until this point in time has not yet provoked
any change or reaction [127]. Here, users had the opportunity to either pay 90 $ for a year-long
subscription or implicitly agree to tracking on The Washington Post’s website. In a case involving
physically collected data, an 18 million € fine was imposed on the Austrian mail service [8], due
to the unlawful processing and sharing of private data. Other examples of legal cases resulting in
fines either involve the publishing, sharing, processing, or retaining of personal data contrary to
users’ wishes [7, 27], only a few of them relate to online data traffic.

Another possible cause for legal actions stems from data breaches that are also subject to the
GDPR [51, Article 33]. The number of reported instances increased significantly shortly before
the GDPR took effect in 2018 [14], illustrating the raised demand for security as well as privacy
and transparency. Data controllers need to provide a reasonable amount of security, for example,
through the use of encryption, which is a debatable wording because what qualifies as reasonable
is unclear [57]. However, if personal data gets stolen or leaked, the data holder has to make sure to
properly disclose this fact [51, Articles 32,33]. The breaches involving British Airways [121] and the
Marriott hotel group [116] constitute two high-profile cases where data controllers failed to comply
with these new obligations. British Airways and Marriott were fined 230 million $ and 124 million $
respectively under the GDPR. Comparing these numbers to the circa 0.5 million $ fine against
Facebook imposed by a British court due to the data breach involving Cambridge Analytica [142],
which occurred before the GDPR’s enactment, data controllers now face considerably higher fines
if they fail to protect personal data.

Takeaway. The GDPR provides the basis for many legal cases dealing with the processing of an
individual’s private data, triggered by a lack of transparency, control, or security. Furthermore, European
authorities have released clarifying statements, forbidding cookie walls and pre-ticked checkboxes on
consent prompts, further shaping the GDPR’s impact.

5 DISCUSSION AND OUTLOOK

The presented findings in Section 4 provide valuable insights into the (empirical) impact of the
GDPR. A key aspect most work identifies is that although the majority of service providers have
taken some actions to increase their users’ privacy, the amount of personal data collected on
websites still remains high. As a result, a number of high-profile legal cases surfaced following
the introduction of the GDPR. However, these effects fall short of the dramatic effects anticipated
by some experts [4, 72]. In this section, we mainly put the findings from Section 4 in a broader
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context addressing claims from both scientific and journalistic resources. We further discuss the
most intriguing points of contention and uncertainty related to the GDPR from our point of view.

Here, we deem the following aspects as important: the limitations of both effectively measuring
the influence the GDPR has had on the web (Section 5.1), as well as the GDPR itself in terms of
guaranteeing an individual’s privacy (Section 5.2). In this context, we also take a closer look at
the different parties affected by the GDPR and point out the challenges and opportunities it holds.
Furthermore, we address data portability (Section 5.3), i.e., Article 20 of the GDPR, which constitutes
an avidly discussed provision of the GDPR and its possible consequences for web services and their
users. Finally, we elaborate on the notion of privacy by default (Section 5.4).

5.1 Missing Quantitative Results and Metrics

As we compiled in Section 4.2, the amount of accessible quantitative data regarding the impact
of the GDPR on web services is relatively scarce. A major issue we observe is the diversity of
measurement approaches which severely limits the comparability of pre-GDPR to post-GDPR
research. While we can observe some trends, for example, we know that privacy policies have
become longer and feature more of the keywords related to the GDPR [94], we are missing clear
data on the number of services that fully comply with the GDPR. Obtaining reliable data relating
to this issue is extremely time-consuming [157], and practically impossible to automate due to the
variety of web services and amount of aspects to consider. Another obstacle is that even scholars
have different interpretations of the GDPR’s wording [29, 84]. Thus, both web service providers, as
well as their users, face difficulties assessing whether a particular service is compliant with the
GDPR or not. This circumstance is unsatisfactory for users, since they may feel that their privacy
is not respected, but they are unsure whether legal action is warranted. Similarly, service providers
may also feel a lot of pressure, since they are incentivized to collect as much data as they may
to improve their revenue [20, 78]. Thus, they might interpret privacy-protecting legislation more
loosely than originally intended, potentially risking severe fines. Cookie Banners function as a
good example in this regard. Degeling et al. [31] argue that Type 2 and some Type 3 banners are not
GDPR-compliant as they generally do not provide the user with sufficient information regarding
the nature and purpose of data processing they might agree to. Since these banners lack clarity,
which kinds of cookies are being set when pressing any of the buttons (as this information is rarely
provided [31, 149]), this requirement is frequently not fulfilled.

Fingerprinting. Based on the work we analyzed, the amount of information regarding the
specific methods employed to obtain personal data contained within privacy policies is also not well
covered by current research. Fingerprinting is particularly interesting in this regard, as it specifically
enables tracking without making it noticeable for the user [135]. Several studies have shown that
browser fingerprinting is not an unusual practice [2, 3, 42, 54]. However, they disagree on the exact
numbers. The impact of the GDPR on these techniques has, to the best of our knowledge, not been
the subject of scientific research. We assume that the main reason why no such research exists is
probably that obtaining data on the prevalence of fingerprinting from before the GDPR was passed
after the fact is very difficult. Another issue regarding fingerprinting is the uncertainty of whether
the GDPR prohibits first-party browser fingerprinting without user consent [135, 144].

Furthermore, comparing studies from different time periods investigating browser fingerprinting
is problematic as the classification of fingerprinting varies significantly, resulting in majorly different
conclusions [90]. For example, Engelhardt and Narayanan [42] found that around 5 % of the Top
1000 websites likely employ fingerprinting, while Al-Fannah et al. [3] claim in their study from two
years later that “[...] 68.8 % of the Top 10 000 websites are potentially engaged in fingerprinting [...]".
As they do not provide a specific date for when the data collection took place, we cannot be sure
about their measurement period. However, Al-Fannah et al. [3] published their work in August 2018,
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after the GDPR took effect. Mehrnezhad [100] obtained very similar results in 2020, while Vallina
et al. [150] in 2018 are more in line with Engelhardt and Narayanan [42]. Thus, repeating studies
similar to the mentioned studies [2, 3, 42] and comparing the findings would provide insights into
how fingerprinting technology has evolved since the GDPR. Here, the qualification methods should
be comparable to the methods of previous work. However, given that fingerprinting technology
is constantly evolving [124, 135], the qualification may have to be adjusted to accurately reflect
the prevalence of tracking through today’s fingerprinting technology. These factors make browser
fingerprinting much less comparable over a long period of time, i.e., giving a reasonable estimate
of how much the GDPR affected this tracking technique is almost impossible.

User Interaction. Assessing the users’ opinions and observable actions is another aspect
that is very difficult to assess. On the one hand, some indicators that the average level of privacy
awareness has increased considerably in the past are the number of legal actions against illegitimate
practices [7, 27, 120] and the increased willingness to report privacy breaches [14]. However, we
were unable to find a study that conclusively investigated users’ impression of the changes brought
about by the GDPR. The main problem with data relating to user behavior is that scientific user
studies are, in most cases, limited in their sample size [94, 149]. In the studies we looked at, there was
also a slight overrepresentation of young, European, and highly educated participants [91, 103, 146].
Results obtained by Bornschein et al. [16] indicate that this group is on average more privacy-aware.
Thus, we have to be careful with generalized statements regarding online users. Service providers
with access to large amounts of user data, on the other hand, usually do not remain neutral in their
analyses. For example, one of the leading consent management platforms [73], Quantcast, reports a
90 % user acceptance rate [111]. However, most users report the desire to not be tracked [105, 149],
but also tend to ignore cookie banners [149]. If we again consider the fact that websites regularly
interpret no action as consent and only limit trackers once a user explicitly objects [119], many
users might still be tracked without being aware of this practice. In fact, Hue and Sastry [74]
postulate that frustration with cookie banners might cause them to simply consent to tracking,
since it usually requires less effort, which in turn accounts for the observed steady rise in third-party
tracking, following the initial drop-off after the GDPR’s enactment.

Data Sharing. Besides frustrated users, we also came across a different hypothesis explaining
the reduction in third-party tracking around the time the GDPR was enacted, shown by various
studies [66, 74, 93, 129]. Multiple authors relate these changes to a potential shift in tracking and
advertisement technology [129, 148], but point towards a need for more research regarding the
data sharing practices employed by tracking services. Since “[...] the effects of the GDPR might
not be directly measurable”, Urban et al. [148] suggest that approaches to gain valuable insight in
this regard may be to “[...] actively [make] use of the right to access [...] or by conducting expert
interviews”. Indeed, we estimate researchers’ ability to measure data traffic between two data
controllers as severely limited (if at all existent), since the studies we analyzed almost exclusively
rely on client requests to web services. Goldberg et al. [66] obtained a dataset of actual tracking
data from an analytics service provider. On the one hand, including such datasets in the analysis
of online tracking might provide additional insights into the impact of the GDPR on the quality
of tracking data. On the other hand, this does not necessarily provide additional details on how
tracking data is obtained.

Takeaway. Some changes in online tracking, such as the role of fingerprinting and exchanging of
personal data, potentially brought about by the GDPR may not be easily measurable from the outside.
Repeating pre-GDPR studies with careful consideration of the methodology, analyzing tracking data
from analytics services, or conducting insider interviews may yield valuable insights into post-GDPR
tracking on the web.
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5.2 Limitations of the GDPR

Due to the limited amount of objective data, the implications of the GDPR are a controversially
discussed topic, including a lot of speculation. While some argue that the GDPR could or already
has caused significant damage to a web user and service providers [66, 72, 109], others claim that
through it, online users’ privacy improves dramatically [4, 135], and yet others conclude that the
GDPR allows for multiple interpretations regarding certain aspects [29, 38].

GDPR Coverage. Szymielewicz and Budington [135] argue that the ambiguity in the GDPR
is intentional and necessary for it to be applicable to privacy breaches regardless of the involved
specific technology. Then again, the lack of clarity also offers accused parties some leeway to
argue that the GDPR does not specifically forbid their particular practices. Gray areas, such as
browser fingerprinting and the applicability of legitimate interest, result from this situation that
may be cleared up through future legislation [45]. In some instances, web service providers simply
claimed legitimate interest in all of their tracking techniques [31, 119], rather than applying any
changes. Unfortunately, we cannot provide a general statement whether such practices are lawful
or not, because the boundaries of legitimate interest are especially fuzzy when dealing with web
analytics [28]. Laperdrix et al. [90] conclude that browser fingerprinting clearly requires user
consent, while Krausova et al. [87] argue that data obtained through browser fingerprinting cannot
be considered personal data. Even assuming the most restrictive interpretation of the GDPR, proving
that personal data is collected, stored, and processed remains difficult. Web browser fingerprints
do not always allow for definitive identification [2], and proving whether advertisements are
personalized may be unfeasible [108].

What is more, taking legal action is a costly and potentially risky endeavor, making it doubtful
that individuals will bring every offense to court. Certainly, the press coverage resulting from
such instances could improve the awareness of privacy overall. A study performed by Weinshel et
al. [154] showed that the average user underestimates the extent to which they are being tracked on
the web. Additionally, Al-Fannah et al. [3] claim that 88 % of users do not take any active precautions
to mitigate susceptibility to browser fingerprinting. A reason might be that consistent protection
from privacy threads through browser fingerprinting on the client-side alone is generally not
possible without impeding the browsing experience [90]. Thus, the deterrent of significant fines
and consumer awareness may provide better protection against browser fingerprinting.

Legal Boundaries. We have to consider here that the GDPR does not implement particularly
strong control mechanisms itself apart from the data protection officer, who is supposed to act as
an intermediary between interests of technical, economic, and privacy-related matters in a given
company [38]. Unfortunately, the priority placed on the role of data protection officer in practice
is usually rather low [33, 104]. Consequently, consumer organizations and communities, such as
the Electronic Frontier Foundation [40] and NOYB [106], constitute important agents of individual
privacy rights, as they are commonly the initiating party of legal trials [7, 27, 120].

Another challenge in this regard tackles the question of jurisdiction. While EU courts can some-
times leverage treaties to prosecute foreign parties [127] or may cease their EU-based assets [126],
the case against The Washington Posts illustrates such actions are not always possible. After a
reader from the UK alerted the ICO, the UK’s main data protection authority [76], they filed an
official complaint against the newspaper’s tracking policy (cf. Figure 6) [127]. However, a spokesper-
son of the ICO stated that “[...] if [the Washington Post] choose[s] not to [heed our advice], there
is nothing more we can do in relation to this matter” [127]. This statement reveals a significant
limitation of the GDPR, due to the considerable amount of traffic from the EU to US-based web
services. For example, Iordanou et al. [77] report that about 10 % of data traffic related to online
advertising leaves the boundaries of EU jurisdiction, mostly with destinations in North America.

ACM Trans. Web, Vol. 15, No. 4, Article 20. Publication date: June 2021.



Measuring the Impact of the GDPR 20:25

Premium
Free All-Access Digital EU Ad-Free
$6 every 4 weeks $9 every 4 weeks
or just $78 $60/year or just $447 $90/year
« Read a limited number of « Unlimited access to « Unlimited access to
articles each month washingtonpost.com on any washingtonpost.com on any
device device
« You consent to the use of
cookies and tracking by us « Unlimited access to all + Unlimited access to all
and third parties to provide Washington Post apps Washington Post apps
you with personalized ads ; .
« You consent to the use of + No on-site advertising or
cookies and tracking by us third-party ad tracking

and third parties to provide
you with personalized ads

Fig. 6. The privacy notice displayed on the Washington Post website [141] requires users to pay to avoid
tracking. Although this selection is unacceptable under the GDPR, enforcing it is problematic as well because
The Washington Post is a US company.

Deletion Requests. In many cases, service providers are also limited regarding their capability
to comply with the GDPR. Examples of these limitations include database backups [109], cloud
computing [6], and blockchain technology [57, 158]. These cases present legitimate challenges
for data holders, since users may have agreed that their data is collected and stored at one point,
but the GDPR requires that this consent can be retroactively retracted. However, backups are
usually heavily compressed and incremental [109] and, thus, cannot be easily accessed. Since these
constraints lead to a situation where performing the required changes is computationally very
expensive, such mechanisms hold some potential for abuse [109]. Approaches like the “just-in-time”
dataset creation described by Debruyne et al. [30] could help data controllers to ensure that their
datasets are GDPR-compliant at any given time. Especially if the computation is outsourced to cloud
service providers, proper anonymization and encryption are important measures to ensure that the
data controller does not pass on personal data to third parties without the user’s consent [6].

Blockchain technology at its current state is largely contradictory to the GDPR because of
the immutability of content that is captured using current state-of-the-art implementations [57].
However, it constitutes a good example where users may claim legitimate interest. Here, the interest
of the collective to not provide means of editing or deleting data retroactively might outweigh the
individual’s interest, since the service could not be provided effectively anymore otherwise [109].
The trust in a blockchain structure would potentially decrease drastically if transactions and data
on the blockchain could be changed retroactively to fully comply with the GDPR. Recent studies
already highlight the issues of illicit content on a blockchain [97]. As a potential countermeasure,
means to prune outdated and unneeded data from blockchains are actively researched [98].

Takeaway. To date, uncertainties regarding the GDPR’s scope on data processing practices remain,
such as browser fingerprinting and blockchain technology. Future legislation may resolve these dis-
agreements or trigger specific legal actions in which interest groups play a crucial role. Data controllers
from non-European countries are also affected by the GDPR, although its enforcement in these cases
poses a bigger challenge than it does for European parties.
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5.3 Data Portability

The right to data portability is one aspect of the GDPR, with plenty of speculation surrounding
it [29, 69, 115]. Here, the main point of contention is the potential of sharing personal data among
multiple platforms and services to oppose data monopolies, i.e., by preventing vendor lock-ins. The
idea is that online platforms, such as social networks, e-commerce sites, and streaming services,
share personal data of users among themselves on users’ requests. This kind of data transfer could
increase the users’ control over their personal data, since they decide which services get access to
which information and for what purpose [29, 69]. These models contradict the current situation,
where parties often try to obtain as much data as possible regardless of the utility it provides for
them in practice. Thus, data portability could also enable users to purposefully decentralize their
personal information to prevent a single party from knowing more than they need to.

Competitive Advantage. However, we identify two major issues with such a line of thought.
First, data holders may use the claim to legitimate interest to circumvent the otherwise mandatory
transfer of users’ personal information [69]. How such theoretical situations are handled in practice,
and whether they are even realistic is up for debate, but parties are definitively incentivized to
obtain as much personal information as possible and to share as little as possible to secure a
competitive advantage based on the users’ personal data [130]. Second, data holders can maximize
their profit by expanding their services to provide as much personalization as possible, since this
kind of service persuades individuals to grant web services access to their data. This situation
might also introduce advantages for users. For example, Graef et al. [69] point out that this need
for advances may increase competition and innovation, and impedes today’s lock-ins. In contrast,
the nature of some services is fundamentally at odds with personalization, such as public service
media [130, 131]. The issue, which we see here, is that only being shown a curated selection of
news stories carries the potential of skewing individuals’ perception of the state of affairs, which
may lead to or exacerbate social and political divides. Furthermore, public service institutions
taking part in personal data mining may significantly erode trust in these institutions, creating
contradictory goals [130, 131].

Market Consolidation. Even in the space of services that profit from personalization, we
believe that such changes do not imply a rise in quality of experience, because currently, a handful
of online service providers have no credible competitor in their respective domains. The advantage
these companies have provides them with the necessary resources to expand their personalized
functionalities much faster and wider than other service providers of the same domain [125]. With
the possibility of data portability, large online companies may attempt to implement lock-outs
to core features of their respective services, unless users agree to grant them access to their data.
Taking a look at the market concentration of the online advertisement sector underlines this
statement as it has demonstrably increased after the GDPR was enacted [21, 81]. We believe that
the effect on data portability could be similar. In Figure 7, we illustrate two possible situations
arising from the implementation of data portability.

Right Of Access. Simultaneously, data portability is also significantly impeded by how data
controllers handle users’ requests to obtain a copy of their data. Urban et al. [147] demonstrated that
acquiring a copy of stored personal data from a data controller is commonly a multi-step process. In
some cases, photocopies of ID cards have to be provided before data is made available [34, 147]. In
most cases, user data is only shared after more than a week [147]. Boniface et al. [13] also found six
of the largest tech companies (Google, Facebook, Microsoft, Instagram, Twitter, and LinkedIn) to
handle personal data requests most securely and conveniently, which again may stand in the way
of healthy competition. Although, as Graef et al. [69] point out, the process of sharing data between
two data controllers does not have to be the same as how data is made available to users, the current
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(a) This website encourages users to share their per- (b) This website requires personal data sharing of its
sonal data. However, the service is also functional users. Otherwise, users are locked out from accessing
without such information. the service.

Information

Fig. 7. Two exemplary settings where users are either encouraged or required to share personal data. While
enhancing a service with personal data on a voluntary basis to improve the user experience, implementing
lock-outs unless data is shared is undesirable.

infrastructure to handle data requests requires improvements to allow for smoother transitions
between similar services. Additional improvements are also needed to improve the security of data
requests, as shown by Di Martino et al. [34]. Otherwise, requests by illegitimate parties might be
handled by the data controller. In this context, blockchain technology may provide a solution to
track the flow of personal information and manage user consent [107]. Kunz et al. [89] presented
an approach of how personal data items and respective copies can be labeled, thus providing the
required tracking functionality.

We can only speculate about future scenarios, as most web service providers have not yet
implemented the necessary infrastructure to support the flexible exchange of personal data [29, 152].
Already in the past, web services usually supported several import formats (including imports
from other platforms) and few to no ways to export any information from the respective platform.
Furthermore, ongoing discussions on whether the right to data portability could also be interpreted
to go along with data deletion, effectively migrating data from one holder to another [29, 115],
are not concluded yet. Whether intended or not, such an interpretation could lead to user data
becoming a rare and thus even more valuable commodity, which in turn increases the interest of
data holders to lock-in users to their respective services. Although based on the specific GDPR
provision, data portability does not have to be accompanied by erasure [69], users might prefer
this interpretation to satisfy their interest in protecting their privacy.

Takeaway. Considering the current state of the web ecosystem and its reliance on personalization,
and thus personal data, we are skeptical that data portability has an overall positive effect on privacy.
Furthermore, we find little evidence that data controllers spend a lot of effort into implementing the
required interfaces for portability.

5.4 Privacy by Default

Although the GDPR holds the potential to improve the user experience of web services, in the long
run [29], some of the immediate consequences of its enactment were less positive. On the one hand,
a number of websites disabled access from EU states in May of 2018 [25, 72], which could indicate
them feeling vulnerable on the basis of the GDPR, as they had not implemented the necessary
changes to their data policies. On the other hand, leading online companies, such as Amazon,
Facebook, and Google, seem to have started investing in compliance with the new EU regulation
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early on [81, 93]. On these platforms, the number of trackers linked to these large companies has
declined measurably, with Facebook being the most affected and Google the least [93], indicating
an effort to comply with the GDPR.

Lobbyism. At the same time, these companies spend large sums of money lobbying their interests
to US lawmakers, spending a combined amount of roughly 45 million $ on matters regarding privacy
in 2018 alone [32]. However, the interest of these companies to collect data is not limited to selling
personal information, since they also use this data to improve the personalization and performance
of their services and conduct research [53, 68]. Thus, many of these parties’ business models are
directly linked to their ability to collect data.

Technological Impact. Tene et al. [137] point out that the GDPR’s call for privacy by default [51,
Article 25] shifts the challenge of privacy from a question of law and policies to a matter of
technology. Arguments, whether certain practices fall under legitimate interest or asking users to
consent to amyriad of trackers, could thus be rendered obsolete by implementing privacy-preserving
technologies for data processing. Concepts such as Bloom filters [11], differential privacy [35],
oblivious transfer [59], and homomorphic encryption [1] have been proposed before the GDPR’s
enactment and might constitute valuable tools to achieve this goal. Newer approaches draw on
these techniques to implement efficient privacy-preserving protocols [43, 101], and industry leaders
are adopting them for their own use [85].

This situation might further contribute to the divide between smaller service providers, which
have been more negatively affected by the GDPR, and these larger companies, which are increasingly
implementing privacy-preserving measures [21, 81, 137]. How this situation evolves in the future
is difficult to predict due to the complexity of the matter, but the market for privacy-enhancing
technology is definitively increasing [75, 122], and technology-focused start-ups with an emphasis
on privacy seemingly profit from the GDPR [122, 137].

Takeaway. The GDPR features numerous provisions that may have contributed to an observable
shift in companies’ data collection policies, most notably Article 25, which calls for privacy by default.
Apart from users, this change seems to benefit both large companies implementing privacy-preserving
measures as well as privacy-focused start-ups.

6 GDPR-RELEVANT TAKEAWAYS FOR SERVICE PROVIDERS ON THE WEB

In the previous sections, we provided a broad discussion of the GDPR’s impact on web-based
services and discussed relevant implications. To wrap up our discussion, we derived four guidelines
for service providers that are mainly inspired by suggestions and arguments raised by authors of
the investigated literature. The guidelines should not be regarded as legal advice. Instead, they
serve to outline a shift towards a more user-centric design of online services that is beneficial
to both the users and providers of these services. For simplicity, we consider service providers,
whom we assume are interested in achieving GDPR-compliance, without having to implement
more changes to their data processing practices than strictly required. In the interest of presenting
a balanced discussion, we also consider the end-user’s position, whom we assume to be mainly
interested in data minimization and convenience.

Communicating with Customers. Based on the data we have analyzed, improving the communication
on the part of service providers may, in many cases, have been sufficient to avoid legal actions
and fines. In most cases, users were either unaware of certain practices of service providers or
explicitly disagreed with them, and thus, no informed consent was given [7, 26, 120]. Due to our
computer science background, we cannot rate whether such practices would have been within the
boundaries of the law otherwise. However, notably, the main issue with fulfilling the GDPR seems
to be inaction and carelessness when handling personal data, exemplified by the low priority many
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businesses seem to place on the role of the data protection officer [33, 104]. For service providers,
who strive to comply with the GDPR, the data protection officer is an important asset, since they can
also help to clear up uncertainties regarding the legal conditions [6]. Data controllers should take
into account that the GDPR also adds a considerable workload through requests under the right of
access [34, 147] and the need to update the existing backup management [109]. Boniface et al. [13]
suggest using cryptographic hash functions, which enable secure and anonymous authentication
and prove ownership of personal information items. The proposed system would render the
problematic practices, such as requiring additional personal information, e.g., copies of ID cards,
obsolete. However, the system proposed by Boniface et al. [13] only works if cookies are created
client-side. Thus, implementing the necessary routines to comply with user requests may take time
and consume resources, especially for smaller enterprises.

Certainly, the GDPR accounts for these challenges, allowing deadlines to such requests to be
extended in cases where service providers are overwhelmed [51, Article 12 (3)]. Furthermore,
Article 30 exempts institutions with less than 250 employees from some of the privacy-related
duties, and the GDPR specifically states that “[...] supervisory authorities [...] are encouraged to take
account of the specific needs of [...] small and medium-sized enterprises [...]” [51, Recital 13]. Thus,
we want to stress that ignoring user requests is not a suitable solution to this problem under any
circumstance, as this behavior hurts the users’ trust even further. Regarding our delivery example
from Section 3.2.1, a pizza delivery can be expected to store one’s address to carry out a delivery.
However, retaining this information with the purpose of advertisement is not covered by the
concept of legitimate interest, as demonstrated by the case of Delivery Hero [26]. Consequentially,
all relevant information must be deleted upon the customer’s request in a timely manner. We
found multiple proposals and experimental implementations of blockchain-based personal data
management systems that automate such processes [95, 107]. Blockchain technology is especially
useful in this regard, since it provides decentralized consensus and authentication. Thus, data
subjects can trace how and by whom their personal information is processed, and data controllers
do not have to implement complicated authentication procedures to confirm data subjects’ identity.
Mahindrakar and Joshi [95] even claim that their system is (technically) capable of fulfilling the tasks
of the data protection officer, although this may be legally problematic. Whether the implementation
and maintenance of such a (rather complex) system, in the end, reduces the workload of data
controllers depends on many factors. We would nevertheless recommend that online service
providers seriously evaluate the cost-benefit trade-off, the mentioned systems provide.

Takeaway. We identify effective communication with users as a central requirement to prevent
legal repercussions in which the data protection officer plays a currently undervalued role. Related
work outlines GDPR-compliant methods how processes, such as deletion or access requests, can be
automated, which we would advise data controllers to take into consideration.

Provide Transparency. Based on observations pertaining to the amount of time users have to spend
on reading privacy policies in theory [99] and the time they really spend [71, 138], it is clear
that the primary purpose of today’s privacy policies is legal compliance. Web service providers
are aware of the discrepancy between what is legally required and what provides a practical
benefit to the user [146], and informing users that they are being tracked is linked to an increased
risk perception [16]. Thus, we understand that service providers may feel as if informing users
regarding their employed tracking practices beyond what is minimally legally required is not in
their interest [123]. However, undisclosed cookie usage has been shown to significantly reduce user
trust, while disclosed cookie usage has an almost negligible effect [102]. Therefore, we endorse
user-centric systems, such as Privee [160], PrivacyGuide [139], and Polisis [55], which may benefit
service providers as much as their users. Furthermore, the utility of the named systems extends

ACM Trans. Web, Vol. 15, No. 4, Article 20. Publication date: June 2021.



20:30 Kretschmer, Pennekamp, and Wehrle

beyond informing users to aid both service providers and data protection authorities in determining
whether a given privacy policy is GDPR-conform [138, 139]. Considering that some data controllers
call for more specific instructions by data protection authorities [146] and privacy researchers
advocate for stronger involvement of data protection authorities [16, 105, 145], these tools help to
clarify and enforce the GDPR in online settings, improving privacy standards.

Takeaway. Grading systems developed by researchers are beneficial to users by clarifying privacy
risks, to data protection authorities by identifying potential breaches of privacy legislation, and service
providers by increasing consumer trust and warning them of illegitimate data processing policies.

Enable Privacy Preferences. We additionally endorse the implementation of conservative cookie
policies that refrain from setting cookies right away, and providing users with at least the amount
of control of a Type 3 cookie banner (cf. Figure 2). This policy also limits the amount of cleanup
that applications have to perform, once a user does not give or retracts consent, which is especially
problematic when also implementing third-party trackers. In these settings, consent management
platforms may provide the least-effort solution for data controllers to implement the level of control
required by the GDPR, but are not without issues. First, CMP banners still require some effort to
configure properly [31, 105]. Second, although they provide better control to users than most other
solutions [31, 73], CMP banners commonly do not provide a convenient way to avoid tracking.
The main problems in this regard are (needlessly) complicated interface design [73], misleading
cookie classifications [31], and visual biasing against privacy-preserving settings [105, 128]. All of
these factors contribute to users’ frustrations with cookie banners [149]. Thus, we conclude that
this situation does not provide a satisfying solution for data subjects.

We instead suggest web service hosts to consider the adoption of systems, as proposed by Gerl
et al. [63, 64], which automatically negotiate privacy preferences upon loading a website. The
proposed system is based on the Layered Privacy Language [62] and would allow users to specify
granular and universal privacy preferences. The website then either respects the set preferences, or
informs the user about conflicting settings, who can, in turn, decide how to proceed. The entire
privacy negotiation process would happen before any data is processed and thus, guarantee both
protection of the data subject’s information as well as automated compliance with the GDPR. We
understand that data controllers have an interest in processing data that can be legitimate in nature.
If this processing is happening against an individual’s explicitly expressed wishes or without their
knowledge, however, it is no longer legitimate [156], and resulting fines may easily outweigh the
profits obtained through illicit data processing. Furthermore, giving users a choice to opt out of
tracking may increase their satisfaction with a given website [123]. Since users are interested in
both privacy and convenient browsing [149], which is enabled by automated privacy preference
negotiation [64], it is also in the interest of data controllers to provide the necessary amount of
control without unnecessary obstructions. Until service providers broadly adopt such approaches,
we would advise users of the respective services to look into privacy-preserving means, such as
privacy orientated web browsers, search engines, and browser extensions which have been shown
to overall limit tracking [42] without negatively affecting performance [15].

Takeaway. Since the line between what is acceptable and what is not under the GDPR has not yet
been firmly established, we recommend that users are provided with a fair and equal choice without
tricking users or annoying them with endless submenus. The GDPR specifies these requirements, and
improper use may result in significant fines. In contrast to these fines, providing a convenient and
privacy-preserving service may increase its revenue, since it matches users’ priorities.

Avoid Storing Raw Data. Finally, services may gain an advantageous position by processing all
personal information they gain access to in a transformational fashion, because such practices
support their claim to legitimate interest, which is a potentially powerful defense for service
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providers to avoid erasure of collected data [29, 69]. If the aggregation process, for example,
discards all information other than non-personal metadata, this data is no longer protected under
the GDPR [69]. Data processed in such a manner can then also be shared with third parties either
to integrate an external service, such as advertisement or service optimization, or to outsource
computations [6]. Thus, user data should be collected and processed with a specific purpose in
mind, which is communicated to the user and does not leak personal information to any third party.

Purely acquiring large amounts of raw data, possibly with an intention to sell it, is at odds
with the GDPR (cf. Section 4.4). Encryption on its own is unlikely to pass as a sufficient claim to
legitimate interest, but definitively recommended as it reduces the risk of a data breach of personal
data, resulting in a loss of users’ trust as well as fines under the GDPR [116, 121]. The principle of
data minimization is mentioned in multiple parts of the GDPR. Thus, it provides a good standard
for service providers if they want to achieve compliance with this new regulation. Again, existing
research [30, 158] may aid data controllers in finding ways to implement GDPR-compliant data
processing pipelines. Furthermore, market data shows that privacy-focused companies profit from
the recent privacy legislation [75, 122, 137] creating a financial incentive to use privacy-preserving
technologies.

Takeaway. Instead of spending resources on finding and implementing legal workarounds, privacy
by default presents a much more stable approach, in our opinion. As new privacy-preserving technologies
emerge, companies that invest in such functionality can profit early on by offering high-privacy
standards to their users, both an attractive property from a user perspective and a reduction of
regulatory overhead.

7 CONCLUSION

In this paper, we presented a literature-based analysis of the impact the GDPR has had on users and
service providers with a focus on the World Wide Web. We summarized results obtained by studies
that collected and evaluated quantitative measures related to the GDPR (cf. Section 4.2) with the
goal of giving the reader an overview of the landscape before and after its enactment. Thereby, we
conclude that the GDPR has had an overall positive effect on privacy on the web by increasing
transparency and user control w.r.t. tracking, although they fall short of the strict requirements set
by the GDPR in most cases. Based on our broad review of multiple scientific sources, we identified
a dependency on third-party content mixed with uncertainties regarding the regulatory framework
as the central currently unresolved issue.

Unfortunately, the amount of available data related to the impact of the GDPR on the web is still
rather limited. Through our investigation, we highlighted measures that could provide valuable
insight into the current situation on the web regarding personal privacy. Based on existing research,
we also give some suggestions on how studies could be designed to obtain such data (cf. Section 5.1),
for example, by specifically repeating study designs from before the GDPR and comparing the
results. Differences in the results may point towards certain shifts in tracking technology.

Takeaways. Our main takeaways regarding the implementation of GDPR rules are as follows.
Adjusting services constitutes a continual process where many platforms are still several steps away
from achieving conformity. Although the GDPR significantly contributed to an EU-wide alignment
of privacy levels which previous legislation failed to accomplish, the high-privacy standards set by
the GDPR are only fulfilled by the minority of web services.

From our perspective, users also have a major part in this process, since they are the ones who can
claim the right to data autonomy, and through that create incentives for service providers to extend
their privacy-enhancing technologies without sacrificing usability. As exemplified by findings
pertaining to third-party tracking and the effectiveness of cookie banners, users cannot trust that
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the GDPR on its own compels service providers to limit their data collection and processing. The
GDPR should rather be viewed as a tool, individuals can take advantage of to protect their privacy.

Furthermore, we highlight that service providers are under a considerable amount of pressure to
adapt their policies to comply with the new regulation and remain competitive in the changing
online ecosystem. In this regard, we observe some speculation over the changing flow of personal
data between service providers. We are unable to provide a conclusive statement on how individuals
will be enabled to take advantage of GDPR rules in tomorrow’s online ecosystem, but remain critical
whether users are truly and fully in control of data that concerns them personally.

Future Work. Based on the material we have analyzed over the course of this paper, we find
that tracking and advertisement on the World Wide Web are currently undergoing some changes.
The market concentration of tracking services has increased, and advertisement providers are
adapting their data processing technology. Once the ePrivacy Regulation (cf. Section 3.2.3) is passed
and enters into force, data processing on the web might once again have to undergo considerable
changes. Thus, with its enactment, more studies are needed to yet again capture the respective
changes and trends. While we mostly focused on the aspect of privacy, the economic impact of the
GDPR is just as important, especially if we assume that revenue is one of or the most important
evaluation criteria for a service provider to assess the performance of their service. Unfortunately,
our corpus did not cover many scientific works related to the economy. Thus, we or others will
have to investigate this area in a future report.

Furthermore, we limited ourselves to the impact of the GDPR on the web, because the web is an
important aspect of many people’s everyday life. However, our method also returned numerous
scientific works related to the Internet of Things and medicine, both of which constitute their own
fascinating areas of research. We leave the analysis of the GDPR’s overall impact on these topics
for future research as well.

Lastly, we identified the right to data portability as an intriguing research subject, due the
profound effect on data processing it could have on the web and society at large. From our point of
view, the required infrastructure, and services that would take advantage of the feature to allow
users to specifically share personal data, are currently non-existent. Still, the GDPR mandates
services to make personal data they store available to their users, and thus privacy management
platforms that incorporate interfaces to request and manage personal information may be put into
practice fairly soon. Again, our corpus of research did not feature many works on that topic, so we
will investigate data portability in future work.
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A  GLOSSARY

In this section, we give brief definitions of terms and concepts relevant to understanding the
foundation of our manuscript. Furthermore, in other contexts, certain terms (e.g., fingerprinting)
can have a different meaning.
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CMPs / Consent Management Platforms In the most general sense, Consent Management Plat-
forms constitute a type of software product. More specifically, CMPs are libraries imple-
menting functionality related to personal data processing. In our scope, their main use is to
achieve conformity with legal requirements, most notably, informing end-users that their
personal data is processed and providing them with the opportunity to object. Furthermore,
we assume that a CMP either directly implements or at least supplies supporting functionality
to implement a cookie banner that satisfies said use.

Cookie For our purposes, we refer to cookies as key-value pairs that are strictly associated with
a specific website, stored by an end-user’s web browser for a given time. The web browser
includes the cookies in each (subsequent) request to the website. Thus, in general, cookies
allow the web server to persist information on the client’s device, i.e., to remember the state,
but the central use w.r.t. our work is the identification of a data subject.

Cookie Syncing The practice of associating multiple distinct cookies with one another is referred
to as cookie syncing. If at least one of the cookies is used to identify an individual, all cookies
can thus be linked to this individual.

Cookie Banner Cookie banners are website (HTML) elements, specifically designed to comply
with the requirements of transparency and explicit consent as defined by the ePrivacy
Directive and GDPR in relation to personal data processing. We make no further assumptions
regarding their form or function other than that their purpose generally consists of informing
end-users of the usage of and potentially providing control to avoid trackers.

Cookie Consent Notice See Cookie Banner.

Directive A directive within the EU sets specific goals that are to be achieved through national
laws, formulated, passed, and enacted by the member states it concerns, respectively.
Fingerprint(ing) We define fingerprinting as the practice of processing any combination of appli-
cation, system, or device parameters with the explicit purpose of identifying an individual.
Therefore, processing a vast quantity of browser-specific settings does not qualify as finger-
printing, if the (in)ability to differentiate between multiple distinct individuals is irrelevant in
evaluating the function of the processing system. We make no clear differentiation between
device and browser fingerprinting (since we primarily focus on the web), but we want to
point out that such a distinction is sometimes made and might be meaningful, depending on

the circumstance.

Privacy Policy If a (web) service processes personal information of its users, it is legally required
to disclose certain aspects concerning this processing to these users. We regard every text
that a web service hosts specifically to satisfy this requirement as (part of the) privacy policy.

Regulation An EU regulation puts the restrictions, obligations, and rights specified within it into
EU-wide law. As such, individuals can claim these rights directly, regardless of national laws,
unless explicitly specified otherwise in the respective regulation.

Scopus An online search engine developed by Elsevier Inc. that indexes academic works of various
scientific subjects.

Tracker We use the term tracker to refer to any means of potential identification of an individual.
Prominent examples include cookies and fingerprints, but the term is not limited to those
concepts. Furthermore, we do not assume the purpose of a tracker. Instead, it is only defined
through its potential to identify users. Consequently, we also include purely functional appli-
cations of means to identify users, such as authentication (which can even be performed by
third parties). However, this definition more accurately represents the privacy risk associated
with these means, since the individual being tracked has no control over how data obtained
through trackers (even purely functional ones) is utilized.

Tracking The term tracking refers to the application of trackers.
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Source Measurement Year-Month Value Dataset Size Inclusion Criteria

Cookies

Average Number

[102] cookies 2000-01 1.57 406 popular
[102] cookies 2007-02 3.84 406 popular
[42] cookies 2016-07 17.70 1000000 popular
[145] cookies 2017-04 24.71 35862  popular EU news
[130] cookies 2017-08 42.95 64 news
[74] cookies 2018-02 37.00 500 popular UK
[129] cookies 2018-02 11.31 3128 miscellaneous
[131] cookies 2018-02 28.00 342 popular news
[81] cookies 2018-05 16.40 28227 popular EU
[81] cookies 2018-06 12.45 28227 popular EU
[119] cookies 2018-07 92.30 2000 popular EU
[129] cookies 2018-09 9.67 3128 miscellaneous
[81] cookies 2018-12 1459 28227 popular EU
[74] cookies 2019-02 32.00 500 popular UK
[78] cookies 2019-02 22.30 1391 popular EU
[131] cookies 2019-10 23.50 342 popular news
Legal Compliance
[145]  cookies problematic 2017-04 49.00 % 35862  popular EU news
[25] cookies problematic 2018-01 46.00 % 100000 popular

Cookie Banners

Adoption
[145] banners 2017-04 43.66 % 300 popular EU
[31] banners 2018-01 46.10 % 9044 popular EU
[74] banners 2018-05 77.00 % 100 popular UK
[31] banners 2018-05 62.10 % 9044 popular EU
[119] banners 2018-07 60.00 % 2000 popular
[16] banners 2018-11 64.00 % 10000 popular EU
[150] banners 2018-12 4.00 % 6346 porn
[100] banners 2020-04 91.00 % 116 popular
Legal Compliance

[96] banners problematic 2019-08 54.00 % 560 popular EU
[105]  banners problematic 2019-09 87.80 % 680 popular UK
[128]  banners problematic 2020-04 5.00 % 300 news

Table 2. We extracted various data points from the respective related work. Cookies denotes the average
number of cookies per site within the respective dataset. Banners denotes the adoption rate of cookie banners
within the respective dataset. Measurements denoted as problematic indicate the prevalence of potential
violations of EU privacy legislation within the respective dataset.

Table continues on the next page.

B RAW NUMBERS FROM THE CONSIDERED MEASUREMENT STUDIES

In Table 2, we further give some detailed insights into the measurement studies conducted by
related work that we initially presented in our survey summary in Table 1 and discussed as well as
analyzed in our manuscript.
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Source Measurement Year-Month Value Dataset Size Inclusion Criteria

Privacy Policies

Length
[80] policy length 2003-08 2806.30 50 popular US
[99] policy length 2005-10 2565.66 75 popular
[94] policy length 2016-01 1936.15 22114 popular
[31] policy length 2016-03 2145.00 7812 popular EU
[31] policy length 2018-03 3044.00 7812 popular EU
[119] policy length 2018-07 2261.00 2000 popular
[94] policy length 2019-05 2621.38 22114 popular
[79] policy length 2020-07 1916.33 284 popular SA
Complexity
[80] policy complexity 2003-08 14.21 50 popular US
[119] policy complexity 2018-07 10.50 2000 popular
[79] policy complexity 2020-07 12.40 284  popular South Asian
Fingerprinting Prevalence
All
[42] fingerprinting 2016-07 1.60 % 1000000 popular
[3] fingerprinting 2018-08 68.8% 10000 popular
[150] fingerprinting 2018-12 5.00 % 6346 porn
[100] fingerprinting 2020-04 63.00 % 3695 popular
Canvas-Based
[54] fingerprinting canvas 2015-06 0.85% 10000 popular
[42] fingerprinting canvas 2016-07 3.19% 1000000 popular
Flash-Based
[2] fingerprinting flash 2013-11 0.95% 10000 popular
[54] fingerprinting flash 2015-06 0.63 % 10000 popular
Font-Based

[2] fingerprinting font 2013-11 0.04 % 10000 popular
[54] fingerprinting font 2015-06 0.22% 10000 popular
[42] fingerprinting font 2016-07 1.40 % 1000000 popular

Table 2. We extracted various data points from the respective related work. Policy length denotes the average
number of words within the respective dataset. Policy complexity denotes the average Flesch-Kincaid score
within the respective dataset. Fingerprinting denotes the prevalence of the denoted fingerprinting technique
within the respective dataset. Measurements denoted as problematic indicate the prevalence of potential
violations of EU privacy legislation within the respective dataset.
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