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Abstract—Wireless mesh networks (WMNs) provide high-bandwidth wireless network access to mobile clients in extensible, robust multi-hop networks. WMNs support distributed service provision and data storage, catering to the advanced capabilities of current mobile devices. Services and data discovery using undirected broadcast or multicast messages, as in traditional discovery protocols, significantly harms network performance due to interference and collisions. In contrast, distributed hash tables (DHTs) offer consistent mapping of service and data identifiers to the providing devices and therefore allow a directed unicast discovery and access. However, traditional DHTs place identifiers at arbitrary distant devices in the network, resulting in frequent use of long multi-hop routing paths. Such multi-hop transmissions suffer from performance loss at each hop and also degrade the overall network performance. We propose DLSD, a DHT-based localized index structure that establishes a hierarchy of locally bounded address spaces ranging from a few nearby devices to the whole network. Iterating through this hierarchy bottom-up allows devices to find the most local provider of the requested item, thereby minimizing multi-hop transmissions while ensuring global reachability. Through this reduction of routing hops, we maintain high transmission performance and minimize interference in the network. We evaluate the feasibility of our approach and show that it significantly reduces routing overhead and outperforms traditional service discovery and DHT approaches.

I. INTRODUCTION

Wireless mesh networks (WMNs) provide network connectivity to mobile clients in large geographic areas by forwarding packets exclusively over wireless links in a mesh topology. Distributed over the area covered by the WMN, wireless mesh routers and clients may access and offer services or communicate with each other. However, discovering services and communicating via multi-hop links inevitably reduces the network performance because of intra-link and inter-link interference [1]–[3]. Hence, frequent multi-hop forwarding leads to a significant service degradation. For example, a client may stream a multimedia file with a throughput of several MBit/s via a one-hop link but will experience a trickling few KBit/s over multiple hops [1]. Using broadcasts can further degrade the performance because their delivery involves transmissions to every device in the network [4]. However, traditional service discovery protocols require multi-hop multicasts or broadcasts to locate services in the network as they do not use location information [5], [6]. We thus identify two distinct factors that reduce the network performance: first, interference caused by broadcasts in service discovery and second, frequent communication via long multi-hop transmissions to reach services.

To alleviate these factors, discovery and use of services benefit from mechanisms that facilitate the use of nearby services and do not require broadcasts or network-wide multicasts. Furthermore, in many cases localized storage and retrieval of keys, i.e., confined to a certain area, is preferable over a network-wide approach. If redundant copies of data items or redundant services are available in the network, finding the closest copy suffices and should have preference for performance reasons. Also, an information may only be of interest for devices in the close vicinity resulting in high overhead when using network-wide lookups. Hence, in addition to ensuring global accessibility of keys, efficient provision of services and data benefits from local communication between devices that are close, i.e., separated by only a small number of hops.

Distributed hash tables (DHTs) are lookup structures that provide a put()/get() interface to store and retrieve information, for example to publish and discover services or devices in a network. In a DHT, clients and routers store (key, value) pairs in which data items, services or the location of mobile clients map to keys. In previous work we proposed Mesh-DHT [7], a custom WMN overlay for a DHT-based look-up structure. Mesh-DHT reflects the locality of mesh routers in the overlay construction and forms the basis for a consistent, distributed storage and retrieval mechanism that is provided exclusively by the mesh routers. The goal of Mesh-DHT is to provide an overlay routing mechanism that aligns the physical and overlay network topology for efficient routing between mesh routers in the look-up structure. However, Mesh-DHT can not represent the locality of keys. Hence, directly using the overlay as a network-wide DHT to store and retrieve keys may result in frequent use of long multi-hop routes between distant routers.

In this paper, we propose DLSD (DHT-based Localized Service Discovery), a hierarchy of localized DHT address spaces that enable localized provision and discovery of services and data. Building on the locality-oriented design of Mesh-DHT, DLSD establishes a global DHT address space and partitions it into different scopes with different degrees of locality that are hierarchically organized in levels. At different levels, the distance at which data items are visible differs, ranging from locally available data items to network-wide visibility. Hence, by choosing an appropriate level, a lookup can be restricted to only consider locally available information. Likewise, the visibility of data items can be limited to mesh routers in the vicinity by publishing the respective keys on appropriate levels. Specifically, we make the following contributions:
Mesh routers make use of the topology information reflected in virtual coordinates to construct and segment the overlay address space in close alignment to the underlay. They establish a Voronoi partition [8] of the coordinate address space based on the current coordinate distribution. Routers calculate the partition in a fully distributed fashion, i.e., each router determines only its Voronoi cell using the coordinates of adjacent routers in the partition. As shown in Fig. 1, the overlay address space and virtual neighbor relations in the partition constitute the overlay in Mesh-DHT.

Neighbor relations in the overlay serve as virtual links that map to (multi-hop) links between mesh routers in the underlay. The set of virtual links, together with a Euclidean distance metric between coordinates in the overlay, then allows routing between arbitrary overlay coordinates. In [7], we show that Mesh-DHT achieves a close alignment in routing between underlay and overlay and provides a consistent overlay that caters to the requirements of WMNs. Mesh-DHT thereby reduces the routing stretch between points in the overlay, i.e., the number of underlay hops required in overlay routing.

However, for large networks, lookups of data items become slow and have high overhead because they need to traverse long multi-hop paths to reach the mesh router that manages the corresponding key – even if the actual source and the requester of the key are close. This paper proposes DLSD, in which we provide localized DHT-based service and data discovery by reducing the actual distance to overlay keys. We thereby reduce triangular routing in WMNs and further minimize the need for long multi-hop transmissions that harm network performance.

III. DESIGN

A DHT that builds on the overlay partition of Mesh-DHT distributes the responsibility for storing and managing data items among all mesh routers in a WMN. Fig. 1 shows the mapping of the abstract $(0,1) \times (0,1)$ DHT address space onto the overlay partition. In the DHT, each data item maps to a key by hashing its name or identifier using a hash function $H$ (e.g., SHA-1 or MurmurHash). Keys then map to a topological location in the overlay routing topology. The Voronoi partition distributes the responsibility for these locations among the mesh routers, each router thus stores a small subset of the data items available in the network. Due to the pseudorandom output distribution of $H$, data items are mapped to keys at arbitrary locations in the DHT address space. As such, a device storing a data item in the DHT, e.g., its current IP address, has no control over the location of the mesh router that stores the item. Hence, even information that is stored and requested by nearby devices may be managed by routers in far areas of the mesh network. Fig. 2(a) illustrates this problem. Although both clients $A$ and $B$ are associated to nearby mesh routers, the look-up of the IP address of client $B$ by client $A$ must be routed to the far router 03 along 4 hops in the network.

In Mesh-DHT, the size of the address space encloses the whole network and correlates with the underlay WMN geometry and network size. Hence, the network size and accordingly
the size of the address space are directly correlated with the negative impact of frequent long multi-hop transmissions that are required to retrieve a data item. The core idea of DLSD is to establish smaller local address spaces that only span parts of the WMN to reduce the hop count of look-ups.

DLSD thus leverages the locality of devices and data in the WMN to provide local, hierarchical DHT address spaces that allow the storage and retrieval of keys in confined areas. We refer to each of these address spaces as scopes, which are organized in levels in the DHT (cf. Fig. 2), with level 0 as the global address space and smaller, more local sub-spaces on higher levels. Scopes on lower levels thus enclose higher numbers of mesh routers whereas scopes on higher levels enclose iteratively less routers. Devices can choose to store keys in local and global scopes by indicating a level, depending on the preference for the respective data item. For example, mesh routers that provide Internet gateway functionality may choose to advertise this functionality only in a local scope because distant clients are expected to select a closer gateway to preserve transmission performance.

The segmentation in levels does not affect the topology or routing logic of the DHT. Hence, the established neighbor relations and routes stay identical for each scope on each level. However, for each scope, the mapping between a data item’s key and its assigned position changes. Data items that are present in multiple scopes are thus duplicated and managed by multiple mesh routers.

In the remainder of this section, we first introduce our design of establishing local DHT sub-address spaces given a Mesh-DHT overlay. We then detail how storage and retrieval operations are supported in DLSD. To manage the degree of redundancy, introduced by the additional scopes, we propose a mechanism to dynamically establish levels of local address spaces based on the usage and density of the current DHT.

A. Establishing Local DHT Address Spaces

Fig. 2(a) shows the DHT address space on a Voronoi partition of the 2D overlay address space in an example network. The DHT address space ranges from \((0,0)\) and to \((1,1)\) and stretches over the physical expanse of the whole mesh network. In practice, the outermost routers of the physical mesh network are very likely to be located at the edges of the DHT address space. In DLSD, we use this view as the global scope where all routers in the network can publish and lookup information.

DLSD introduces local scopes by iteratively segmenting the global address space in a region quadtree [9]. The depth of the quadtree determines the degree of the segmentation and the expanse of the local address spaces. On level 0, the address space is not segmented and maps to the overlay address space of Mesh-DHT. On level 1, each scope is a sub-address space that covers a fourth of the level 0 address space. Fig. 2(b) shows four sub-address spaces with \(x, y \in (0,0) - (0.5, 0.5), (0.5, 0.5) - (0.5, 1)\), etc. The local scope of router 05 is highlighted. Devices can publish information in local scopes equivalent to publishing in the global address space (level 0). A value maps to the same key \((a, b)\) in every sub-address space (e.g., level 1) as on level 0. However, due to the segmentation of the address space and the resulting different boundaries of scopes, this key is managed by a different mesh router in different scopes. Fig. 2 shows where the same key is managed in local scopes on successive segmentation levels.

Establishing multiple levels of address spaces does not affect DHT routing because coordinates in local scopes can easily be mapped to level-0 coordinates, where they are routed by Mesh-DHT. Mapping a coordinate of level \(l\) to the

---

**Algorithm 1 Address space level mapping**

```plaintext
1: function MAP_TO_LEVEL(Router(x, y), Key(a, b), Level l)
2:   c = \(\text{CALCULATE ORIGIN}(x, l) + a \cdot 1/2^l\)
3:   d = \(\text{CALCULATE ORIGIN}(y, l) + b \cdot 1/2^l\)
4:   return Key(c, d)
5: function CALCULATE ORIGIN(Coordinate z, Level l)
6:   \(z_b = 0\)
7:   for \(i = 1; i \leq l; i + +\) do
8:     if \(z > 1/2^i\) then
9:       \(z = z - 1/2^i\)
10:      \(z_b = z_b + 1/2^i\)
11:   return \(\text{Coordinate} (z_b)\)
```
according coordinate in level 0 depends on the location of the calculating router and the level. To perform the mapping, a router must determine the local address space boundaries, i.e., the scope, of the level in which it intends to publish or look up a key.

Using Algorithm 1, devices may calculate this mapping locally and autonomously. For both axes of the 2D sub-address space, the algorithm maps the origin (0, 0) of the level l address space into the level-0 address space (lines 5 - 11). It then shifts the coordinates by the position of the origin and scales the coordinates of the sub-address space to the coordinates of the level-0 address space (lines 2 and 3). In the example in Fig. 2, for router 05, the coordinate (0.9, 0.1) on level 1 maps to the coordinate (0.45, 0.05) on level 0. Hence, the level 1 request for (0.9, 0.1) only has to be routed to the closer router 08 instead of the more distant router 03 on level 0.

Note that in Fig. 2(b), routers 04, 05, 06 and 08 are responsible for coordinates outside of the highlighted quadrant in which their coordinates lie. However, by mapping these level-1 coordinates to level-0 coordinates, the actual segmentation is not visible to the routers that manage these overlapping regions. Hence, such occurrences require no special handling.

**B. Storage and Retrieval of Values**

Mesh routers store keys and values along with the designated address space level, extending the traditional (key, value) pair in the put() primitive to a (key, value, level) tuple. Hence, in difference to the use of quadtrees in tree structures, store operations in DLSD occur bottom-up, with routers selecting the specific level or levels in which a key is stored, e.g., level 3 and 2 or only level 2. Upon reception of a (key, value, level) tuple, a router checks whether the respective coordinate belongs to its Voronoi region and, if positive, stores the tuple. In this calculation, it uses the coordinates of the requesting router to determine the correct origin of the sub-address space. Given the overlapping responsibilities of single routers in the segmentation, routers may store tuples that map to a coordinate outside the router’s quadrant on the indicated level, e.g., router 06 in Fig. 2(b).

To retrieve a value, devices indicate the level on which a key should be retrieved, extending the get(key) primitive to a get(key, level) primitive. This enables an iterative search for keys that starts on a local level and subsequently proceeds to higher levels. Additionally, devices may simultaneously issue requests for a key on multiple levels and subsequently choose the most local response. Different to searches in quadtrees that originate at the root node and proceed in a top-down binary search, this enables local look-ups in bottom-up fashion.

Storage of data items on multiple levels establishes a degree of replication and redundancy in the network. However, a data item may be managed by the same router on several levels on which it is stored. Therefore, storing a data item on multiple levels is insufficient to ensure its availability in case of node failures. To achieve reliable replication and redundancy, using multiple hash functions to derive different key mappings are appropriate analog to traditional DHT approaches [10].

**C. Dynamic Creation and Deletion of Levels**

WMNs are extendable per design through the addition of mesh routers and typically possess dense as well as sparsely populated areas. A fixed or pre-configured depth of address space levels thus does neither consistently fit the network topology nor the DHT usage in local areas. We employ a dynamic mechanism to determine the need for additional levels based on the usage of the DHT. While we argue that at least one local level, as in Fig. 2(b), is sensible in most cases, the creation of more local scopes can be done dynamically and locally. For example, router 13 is already the only router in its level-1 scope. Further segmenting this address space would create empty level-2 scopes. Selecting the appropriate depth of levels for a certain region of the WMN allows a tradeoff between reduced routing overhead in smaller scopes and increased storage overhead for maintaining redundant copies of data items in multiple scopes. We employ the following procedure to create and delete local scopes:

Routers decide on the need for additional levels based on the usage of the DHT. They monitor the overhead of lookups and storage operations on the current scopes by observing the source coordinate of the routers that store or request data of keys managed by this router. Moreover, the managing mesh router observes the WMN hops that were necessary to forward a put() or get() operation. It returns these statistics to the origin of the operation in a STAT data container even if no data item is found in the scope.

If the origin of a put() operation deems the distance to its stored information too large, it can re-insert the data item indicating a higher level. Similarly, if the origin of a get() operation observes frequent multi-hop forwarding it can request its neighbors to insert their data items at higher levels. This request contains the origin’s address (x, y) and the proposed new level l. By using the coordinates (x, y) and l, each neighbor can calculate if it manages parts of the proposed new scope. If the neighbor is part of the new scope, it forwards the request, containing (x, y) and l to its neighbors. The process continues until all routers that belong to the scope space have taken notice. Through these requests, the concerned routers are encouraged to publish local information at the new level. Similarly, origins of put() and get() operations that receive STAT containers with very low WMN hop counts may indicate lower levels. With this mechanism, levels are dynamically created or deleted based on the density, use, and topology of the WMN.

Conceptually, there is no need for a network-wide synchronization of the depth of levels. Devices simply insert or lookup keys indicating a level that they deem appropriate and, with respect to this level, identify the managing router using Algorithm 1. Independent from the view of other routers, routers simply store data items along with the designated level and responds to requests for the respective key. However, harmonizing the use of levels in WMN areas is beneficial to

1. avoid insert operations on levels with one or few routers
2. avoid lookups in empty levels without data items.
IV. APPLICATIONS OF DLSD

So far, we described the benefits of DLSD for abstract put() and get() operations. However, these generic primitives, in combination with local address spaces, directly enable many important service discovery and name resolution functions in WMNs. In this section we briefly highlight how DLSD can improve the performance of three mechanisms: a) a fully distributed DHCP-like IP address management, b) DNS functionality and c) support for mobile devices. In d) we show how DLSD can support the provision of composed services as envisioned by i3 [11].

Host Configuration: There are two options to provide a DHCP-like service using DLSD. First, the DHT may globally store all assigned addresses distributed over the mesh routers, thereby removing the need for a central DHCP instance. A new mesh router or client in the network can select any IP address A and queries the key \(H(A)\). If no entry for that key exists, the address is free and the router can use it without address conflicts. If the IP addresses in the WMN are topologically aligned (close mesh routers have similar addresses), redundant copies of the IP address information in higher levels can speed up the collision detection. A router could simply chose an IP address similar to its physical neighbors and query at a higher level to detect collisions early.

Second, the mesh router at a certain key (e.g., \(H(“DHCP”)\)) provides DHCP functionality. Using the scopes defined by DLSD, the nearest of multiple local DHCP servers in the network can be determined efficiently. These local servers can manage shares of the IP address range, which are handed to them by servers on lower levels. This way, DLSD provides a simple and consistent way finding the DHCP server in the network and allows distribution of DHCP server functionality over multiple devices without costly additional protocols or consensus mechanisms.

Name Resolution: WMNs require name resolution, e.g., via DNS, to address devices and services. A DHCP can provide such name resolution service. A lookup (e.g., "http://Toms-Notebook" or "Internet-Gateway") can be mapped to a DHT key at which the physical address (e.g., IP address or other routing information) of the device is stored. DLSD allows to restrict the visibility of information in the network to offer local services. Hence, clients can search for close devices or gateways to establish efficient communication links across few hops.

Mobility Support: Mobile clients in a WMN may change their point of network attachment (i.e., the mesh router they use to access the network). Supporting these clients therefore requires mobility support and name resolution. DLSD can provide such support in two ways. First, as proposed in i3 [11], a DHT node at a certain key can serve as an indirection point with a time-to-live (TTL). A client can simply send a packet toward the key \(H(“Toms-Notebook”) = (a, b)\) from where it is forwarded to the actual device. While the reference point \((a, b)\) never changes, the mobile device updates the forwarding information at \((a, b)\) when it associates to another mesh router. Using DLSD, routers can select indirection points on successive scopes, avoiding the negative effect of triangular routing to and from the indirection point between nearby devices.

A second option for supporting mobile clients is to use the DHT as a register in which the routing information to reach a client is stored (see DNS approach above). Whenever the mobile device moves, it updates this information and becomes reachable again. By publishing this information in successive scopes, a client enables local reachability over short hop counts while ensuring global reachability in the network. Once the device associates to a router outside of the current scope, the information in the current scope becomes invalid requiring devices in the scope to re-query the information on a lower address space level. To speed up the detection of a mobility event, the router that manages the routing information may proactively notify all interested communication partners, i.e., devices that requested the routing information in a given timespan or a set of devices that subscribed to this information.

Service Composition: In accordance to the distributed design of WMNs, services may not be autonomous but may build on other services. An example for such a composed service is the composition of a media streaming service, in a format that not all clients support, and another service that transcodes the stream into another format. Clients then request the composed service consisting of the stream provider and the transcoder. The composition of services requires a redirection of the request and the transmitted payload across the single services. As these services may be located at different mesh routers or clients, redirections benefit from short hop counts between services to preserve transmission performance such as throughput. Composing services in local scopes thus enables bandwidth-intensive services that could not be supported over longer routing paths.

V. EVALUATION

In this section, we evaluate the performance and applicability of DLSD in wireless mesh networks. We first evaluate the characteristics of DLSD in comparison to existing protocols and solutions and then evaluate the feasibility and performance of supporting localized service provision. For our evaluation, we make use of the wireless mesh network at our university, the UMIC-Mesh [12], [13]. The network consists of both a physical testbed of 45 ALIX 2c2 and ALIX 3c2 802.11b/g wireless routers (rmesh) and a virtual testbed of Xen-driven emulated routers (vmesh).

We use the physical testbed to validate our implementation and to measure real-life usage scenarios. In the virtual testbed, a controllable number of emulated mesh routers, running Linux in a configurable topology, establish a virtual mesh network without networking artifacts such as link dynamics or packet loss. Each topology defines the physical neighbor relations between routers. In our current setup, the virtual testbed supports the emulation of 400 router instances, hence we can emulate large WMNs to evaluate the scalability of
The central goal of DLSD is to foster local communication in topology-oriented DHTs to reduce the negative impact of long multi-hop transmissions. To this end, DLSD establishes local DHT address spaces, in which devices may store and access keys at locations that require fewer hops to reach.

To evaluate the locality of keys at each address space level, we measure the number of hops it takes to query keys at each level. To allow for comparison of the DHT performance in DLSD, we provide results of equivalent measurements in Chord [10] (i.e., Berkeley implementation) as arguably the most popular and widespread traditional DHT approach. In order to achieve an evaluation that is independent from the placement of single keys, we artificially insert keys in DLSD at 0.1 intervals in both dimensions between (0,0,0,0) and (1,0,1,0) at each address space level, i.e., at (0,0,0,0), (0,0,0,1), (0,1,0,1), (0,1,0,2), and so forth, resulting in 121 keys. We then measure the hops required for every device that is present at a level to query each of these 121 keys. In Chord, each router queries 121 keys that are equidistantly distributed over the Chord identifier ring.

Fig. 3(a) shows the average overlay hop counts for each level in networks of different sizes in DLSD and in Chord. The results allow two main observations. First, we observe a significant decrease in the required hop count with each additional level in DLSD. This reflects our design goal of gradually reducing the applied search range from a network-wide scope to local scopes. By choosing an appropriate level, clients are able to control the visibility of their data items and to control the routing overhead of accessing information. The positive effect of the hierarchic sub-address spaces is also visible in Fig. 3(b), which shows the average underlay hop counts for the overlay look-ups detailed in Fig. 3(a).

Comparing both graphs also shows the practical differences in the overlay design of Mesh-DHT/DLSD and Chord. While Chord logarithmically distributes its virtual neighbors across the identifier space, the overlay in Mesh-DHT/DLSD reflects the topology of the network and mesh routers. Hence, even for higher overlay hop-counts at level 0 than Chord, the actual number of underlay hops is smaller. As the figure shows, the reduction in overlay hops in Mesh-DHT/DLSD maps to a significantly reduced overhead in the WMN underlay.

Note that we do not directly compare DLSD against traditional service discovery protocols like SSDP [5] or SLP [6]. This is because for these protocols, each lookup requires a multicast or broadcast to all mesh routers. Hence, the hop count is at least equal to the number of all nodes within the network. While broadcasts can be restricted to only address close services (e.g., by setting a low TTL field), the number of queried nodes is a lower bound for the number of messages.

In contrast, DLSD uses a publish-subscribe approach that only requires to send or retrieve information to or from the manager of a key, resulting in a single multi-hop unicast transmission. However, DLSD requires a higher initial overhead to establish the DHT overlay structure. We evaluated this overhead in [7]. However, these conceptual differences make a precise comparison of the hop counts for both approaches (DHT and broadcast/multicast) questionable.

A. Routing Hops in Address Space Levels

The central goal of DLSD is to foster local communication in topology-oriented DHTs to reduce the negative impact of long multi-hop transmissions. To this end, DLSD establishes local DHT address spaces, in which devices may store and access keys at locations that require fewer hops to reach.

To evaluate the locality of keys at each address space level, we measure the number of hops it takes to query keys at each level.
the need for a dynamic mechanism to create local scopes, the network, may enclose a high number of routers. To show spaces may be empty, i.e., their boundaries do not enclose a of routers in the DHT address space, highly local address physical network and the resulting non-uniform distribution With respect to the non-uniform distribution of routers in the overlay design, Chord establishes a neighbors into the overlay construction at each router. In DLSD strives to incorporate a high fraction of local physical nodes publish or lookup information in them, reducing the probability of a successful lookup. Such light address spaces are inefficient because only few The usefulness of local address space levels depends on the number of mesh routers in the respective address space. With respect to the non-uniform distribution of routers in the physical network and the resulting non-uniform distribution of routers in the DHT address space, highly local address spaces may be empty, i.e., their boundaries do not enclose a router. Other address spaces, in densely populated regions of the network, may enclose a high number of routers. To show the need for a dynamic mechanism to create local scopes, as presented in Section III-C, we evaluate the number of routers that are present in the address spaces with regard to the network size.

Each new level segments the current address space in four new sub-address-spaces, consisting of fewer routers and spanning fewer hops than the lower level. For example, in a network of 400 uniformly distributed mesh routers, we expect \( \frac{1}{4} \) of the routers in each level-1 address space, \( \frac{1}{16} \) of the routers in each level-2 address space and \( \frac{1}{64} \) of the routers in each level-3 address space. However, the non-uniform distributions of routers in the \( \text{rmesh} \) and the \( \text{vmesh} \) inevitably leads to dense and sparse regions. Fig. 5 shows the fraction of address spaces on a given level that contain a given number of routers with regard to the network size. We sort address spaces in four groups. \textit{Heavy} address spaces contain more than twice the expected number of nodes in a uniform node distribution. \textit{Light} address spaces contain less than \( \frac{1}{2} \) of the expected routers. \textit{Normal} address spaces are between these extremes. The graph also shows the \textit{empty} address spaces that contain no routers on this level. These empty spaces would, in real-life networks, neither be created nor be used because no devices request or publish information within their scopes.

Fig. 5 confirms the intuitive assumption that the fraction of sparsely populated address spaces (empty and light) increases with the level depth. While the population of level-1 address spaces is distributed between sparse and dense, the majority of level-3 address spaces is sparsely populated or empty. Such light address spaces are inefficient because only few nodes publish or lookup information in them, reducing the probability of a successful lookup.

Note that in this evaluation, we established address spaces based on a globally set level value, regardless of their population or usefulness. This leads to a massive amount of underpopulated and to a small number of crowded areas. The results show the requirement for an adaptive mechanism, as described in Section III-C, to create and delete local address spaces on demand to avoid inefficient regions. Our adaptive approach prevents the creation of empty, light, and heavy address spaces by design. For example, 50% of the level-2 address spaces in Fig. 5 would not be created while almost 20% of the level-3 address spaces would be segmented in four level-4 address spaces.

C. Population of Scopes

The usefulness of local address space levels depends on the number of mesh routers in the respective address space. As in Section V-A, we artificially insert DHT keys at intervals of 0.1 on all levels in each network size. Fig. 6 shows
the absolute average number of hops that a key moves when a network of 50, 100 and 200 routers is expanded by 10%, 25%, 50% and 100%, respectively. To expand a network, we add routers with random neighbor relations to the network. We pre-establish local address space levels 0 to 3 to observe the movement of keys with regard to the level hierarchy. As the overall overlay address space expands when mesh routers join, all local address space levels expand accordingly with respect to the current level-0 address space boundaries. To measure the movement of keys, we measure the overlay hop distance between the router that originally stored the respective key and the router that stores the key at the end of the network expansion.

Our evaluation again shows a reflection of locality in the respective address spaces. Keys in local address spaces, i.e., on level 0 and 1, move over a significantly lower number of hops compared to keys in more global address spaces, i.e., on level 0 and 1. However, even when doubling the number of mesh routers in the network, keys on lower levels 0 and 1 move only along a very confined area of 3 to 5 overlay hops. In addition, we observe that on all levels, the movement of keys is limited and not proportional to the the number of added mesh routers, i.e., an expansion of 100% does not induce twice the movement of a 50% expansion, highlighting the scalability of DLSD. This is due to the fact that DLSD maintains the inherent locality of address space levels during network expansion. Keys thus do not move through the whole of the network but stay close to their original placement. The placement in local address spaces on higher levels and the movement over less than two hops on these levels thereby maintains a reachability of keys over short hop distances. Furthermore, while the expansion of larger networks induces more movement, this is due to the larger number of routers being added to the network and their subsequent assumption of responsibility for keys. Key movements, especially over short hop counts in higher levels, thus only induce little overhead and allow a look-up of and access to localized keys even in case of network dynamics.

E. Application Support in DLSD

In this section, we evaluate the applicability of DLSD to support services in real-world WMNs such as the UMIC-Mesh. Specifically, we evaluate the impact of using the local scopes provided in DLSD with regard to the two main transmission characteristics, i.e., throughput and latency. Fig. 7 shows the average throughput and round trip time (RTT) between all node pairs in our physical testbed for comparison. We discuss the results with regard to supporting host mobility and service composition as proposed in Section IV.

**Host Mobility Support:** Satisfactory host mobility support in WMNs depends on the delay between a mobility event and the notification of the communicating hosts. Slow mobility updates prolong the time in which both peers cannot communicate because the packets are routed to outdated locations in the network. In Section IV, we discussed two options of supporting host mobility in DLSD. Common to both approaches is the dependence on updating the routing information, either at the indirection point or at the router that stores the routing information. In this section, we thus evaluate the delay of notification messages with regard to the level on which they are distributed. To acquire a comprehensive result that is independent from specific key placement, we transmit update messages from keys distributed at 0.1 intervals (cf. Section V-A) to all routers that are present on a level. Note that, due to the application scenario, we measure one-way transmissions and not the RTT of notification messages.

Fig. 8 shows the average notification delays obtained in our real-world testbed for levels 0 to 2. While the notification delay never exceeds 100 ms, the impact of the locality of higher levels is significant with level-2 notifications requiring only 40% of the notification delay on level 0. Host mobility support in DLSD therefore scales with the distance between
the communicating devices. The results support the intuitive requirement that notifications between nearby devices, e.g., devices in level 2, occur quickly and thereby do not disrupt the observed transmission performance (cf. Fig. 7). While network-wide notifications, i.e., on level 0, require more time, they still support a timely update of routing information.

In comparison with Fig. 7, Fig. 8 furthermore shows the impact of DLSD on the message latency in the network. The longer routing paths, due to indirects in the overlay routing as evidenced by the routing stretch shown in Fig. 4, negatively influences routing performance in terms of latency. However, the increased latency only occurs in case of notifications and does not harm regular communication.

Service Composition: The composition of services, as proposed in i3 [11], enables complex services that are provided successively by a sequence of multiple routers or clients. Providing composed services using traditional DHT approaches or service discovery protocols is challenging because each device in the sequence may be very distant in the network, resulting in overall high packet loss and low throughput. In contrast, composing a service in local scopes in DLSD results in small hop counts between each device in the sequence, thereby preserving throughput and latency. When accessing a composed service, the service at each hop handles the payload data and forwards it to the next key in the sequence. The last device then forwards the payload to the requesting device.

In this section, we evaluate the performance of establishing composed services in terms of throughput in our physical testbed. To this end, we artificially establish two composed services of a sequence of four devices each on levels 0 to 2. The keys of the "long range" service (LR) are located at \((0.1, 0.1), (0.9, 0.1), (0.9, 0.9)\) and \((0.1, 0.9)\) and thus cover large distances in the DHT address space. In contrast, the "short range" service (SR) are located at \((0.1, 0.1), (0.3, 0.1), (0.3, 0.3)\) and \((0.1, 0.3)\). In both cases, the router at \((0.1, 0.1)\) serves as the requesting device.

Fig. 9 shows the results of 20 UDPiperf throughput measurements of 30 sec with regard to each level. We provide the result for accessing a service directly without any composition (Direct LR & SR) on each level for comparison. In this measurement, we average the achieved throughput from the requesting router towards all of the aforementioned identifiers. Fig. 9 highlights the benefit of providing services in local scopes as throughput on lower levels decreases significantly. Furthermore, service composition on lower levels results in throughput rates that do not allow complex or bandwidth-dependent services due to the increase in the number of underlay hops. While this harms the performance of composed services on higher levels as well, throughput rates of 500 KBit/s allow for music and other audio transmissions, for example. Local address spaces in DLSD thus enable the high-bandwidth provision of single services and composition of complex, distributed services in WMNs.

VI. RELATED WORK

DLSD provides service discovery in wireless mesh networks based on a topological DHT. It therefore relates to approaches in service discovery and DHT approaches that could provide similar services.

A. Service Discovery Protocols

UPnP [5] (based on SSDP) and SLP [6] are examples for service discovery protocols in local area networks. To discover and advertise services, devices broadcast or multicast messages in the network. In a WMN, both network-wide multicast groups and broadcasts significantly harm the network performance. First, frequent broadcast messages severely degrade communication performance in the WMN due to interference and collisions. Second, when using multicasts, to reliably discover services, every mesh router in the WMN has to be part of the multicast group. Because of this, a multicast message still requires sending a message to every router in the WMN. The lack of a consistent mapping of information to a specific router and the resulting need for broadcasts or multicasts make traditional service discovery protocols not suited for multi-hop wireless networks. We refer to [14] for a survey and comparison of service discovery protocols and a discussion on service discovery in wireless multi-hop networks.

Efforts to adapt service discovery protocols to ad-hoc networks [15]–[17] still rely on flooding or multicast techniques. While node mobility in ad-hoc networks may justify these techniques, WMNs show a static backbone topology and thus benefit from a consistent mapping and unicast addressing of content and services. mSLP [18] extends SLP by establishing a mesh topology between directory agents, but does not target multi-hop wireless mesh networks. Therefore, mSLP does not alleviate the aforementioned problems of SLP.

OLSR-mDNS [19] realizes service discovery in WMNs by integrating multicast DNS messages in OLSR. Mesh routers store overheard services advertisements for a given timespan while clients trigger scoped flooding of requests via OLSR multi point relays. As OLSR-mDNS lacks a consistent mapping of service identifiers to routers, service outside of the flooding scope can not be found. Furthermore, limiting this scope requires client or routers to have a measure of the appropriate hop count, an assumption that is not met in typical WMNs and especially in larger networks.
B. DHT Approaches

Chord [10] and CAN [20] are examples of Internet-scale DHT approaches. They assume a stable, low-latency communication medium over which DHT nodes are equally well reachable. Random node identifier assignments prevent a representation of node locality and result in random responsibility for keys in the address space. The performance of such DHT approaches suffers in wireless multi-hop scenarios such as WMNs, as evaluated in [21], [22].

Virtual Ring Routing (VRR) [23] establishes a DHT in wireless ad-hoc networks, in which nodes assign themselves random, location-independent identifiers in an identifier ring structure. VRR provides only a global DHT and does not support discovery of services or data items with regard to locality. Random node identifiers furthermore lead to long routing paths and additional overhead in the discovery process. CrossROAD [24] constructs a DHT in ad-hoc networks using the topology information contained in ad-hoc routing protocol messages. While reducing the construction overhead, node identifiers are still derived pseudo-randomly from hashing the IP address of a node. DHT routing on node identifiers will thus take unpredictable, location-unaware paths.

The Internet Indirection Infrastructure (i3) [11] proposes a rendezvous structure on top of a DHT that supports service stacking and indirection-based mobility support, similar to our approach. i3 does not represent the locality of nodes or keys and thus does not allow a localized service provision or discovery. Our approach shares its design goals with i3 and adapts their realization to the requirements of WMNs.

VII. CONCLUSION

The performance of wireless mesh networks benefits from short routing paths when clients access services or data in the network. In this paper, we proposed DLSD, a DHT-based look-up structure that enables consistent localized look-ups over short paths based on a hierarchy of scaled DHT address spaces. In contrast to service discovery protocols, DLSD avoids flooding or multicasts in the network and enables a consistent, locally computable mapping of information to the managing mesh router. DLSD differs from traditional DHT approaches as it establishes hierarchical topological sub-address spaces that only enclose a fraction of the routers in the WMN. Look-ups iteratively or in parallel search these sub-address spaces and find the most local available copy of the requested information. In our evaluation we showed that searching in local sub-address spaces significantly reduces the required number of overlay and underlay hops compared to non-hierarchical DHT approaches such as Mesh-DHT and Chord. DLSD thus enables look-ups to only traverse short routing paths to simultaneously speed up the look-up, access the closest source of information or service and to reduce the negative impact of forwarding look-ups on the network. We further detailed the use of DLSD to establish well-known services such as DHCP-like host configuration and DNS-like name resolution and evaluated the performance of DLSD in providing direct and composed services in local and global scopes. We envision the specific implementation of composed services and the implementation and evaluation of reliability and redundancy mechanisms in DLSD as future work.
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